
STUDYING THE SPATIOTEMPORAL DYNAMICS OF CORTICAL ACTIVITY 

DURING REM-LIKE STATE IN URETHANE ANESTHETIZED MICE 

 

 

MOJTABA NAZARIAHANGARKOLAEE 

Bachelor of Science, Amirkabir University of Technology, 2011 

 

 

 

 

 

A Thesis 

Submitted to the School of Graduate Studies 

of the University of Lethbridge 

in Partial Fulfillment of the 

Requirements for the Degree 

 

MASTER OF SCIENCE 

 

 

 

Department of Neuroscience 

University of Lethbridge 

LETHBRIDGE, ALBERTA, CANADA 

 

 

 

 

 

© Mojtaba Nazariahangarkolaee, 2017 

 



ii 

 

STUDYING THE SPATIOTEMPORAL DYNAMICS OF CORTICAL ACTIVITY 

DURING REM-LIKE STATE IN URETHANE ANESTHETIZED MICE 

 

MOJTABA NAZARIAHANGARKOLAEE 

 

 

Date of Defence: September 18, 2017 

 

 

Dr. M. Mohajerani 

Supervisor 

Assistant Professor Ph.D. 

Dr. M. Tatsuno 

Co-supervisor 

Associate Professor Ph.D. 

Dr. D. Euston 

Thesis Examination Committee Member 

 

Associate Professor Ph.D. 

Dr. A. Luczak 

Thesis Examination Committee Member 

 

Associate Professor Ph.D. 

Dr. R. Gibb 

Chair, Thesis Examination Committee 

Associate Professor Ph.D. 

  



iii 

 

Abstract 

Sleep in mammals consists of two basic stages: non-rapid eye movement (NREM) 

and rapid eye movement (REM) sleep. NREM sleep can be distinguished by slow and 

high-amplitude cortical EEG signals while REM sleep is characterized by 

“desynchronized” low-amplitude fast cortical rhythms. While until recently it has been 

widely believed that cortical activity during REM sleep is globally desynchronized, using 

sparse electrophysiological recording a recent study showed local slow waves in primary 

cortical areas during REM sleep (Funk et al, 2016). However, the electrophysiological 

technique has been unable to resolve the regional structure and dynamics of these 

activities due to relatively sparse sampling. Here, we investigated local changes in 

neuronal activity during REM-like state using mesoscale imaging in the urethane model 

of sleep. The wide-field VSD imaging from neocortex was combined with LFP recording 

from hippocampus and motor/somatosensory cortex with a unilateral preparation in 

anesthetized mice. Generally, urethane anesthesia induced state alternation in VSD signal 

which was concurrent with LFP state changes. However, in REM-like state slow cortical 

fluctuations were not globally reduced; while midline and posterior areas typically 

showed desynchronized patterns, anterior and lateral regions showed synchronized 

activity. Our results also revealed that synchronized/ desynchronized regions during 

individual REM-like episodes can be dynamic.   
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1. General Introduction 

1.1 Sleep as a behavioral state 

Sleep is a naturally recurring and reversible state of the body and mind, 

characterized by loss of consciousness, relatively reduced responsiveness to sensory 

stimuli and interaction with surroundings. Sleep is regulated so as to maintain 

homeostasis (Borbely & Achermann, 1999), i.e. deprivation from the regular hours of 

sleep creates a sleep debt which should be paid in a prolonged subsequent sleep.  Sleep 

deprivation and disruption can have severe effects on attention, memory, decision 

making, emotional stability, and executive functions (L. K. Brown, 2012; Killgore, 2010). 

Rats continuously sleep deprived for several weeks showed deficits in body metabolism 

and thermoregulation, and consequently die from hyperthermia, catabolism, or systemic 

infection (Rechtschaffen & Bergmann, 1995).  

Despite more than a century of research, the exact functions of sleep are still 

debatable.  Sleep is usually regarded as a vulnerable state due to the loss of consciousness 

and the reduction of sensory awareness to potential dangers, which threaten survival. 

However, others suggest sleep is an adaptive state which helps the survival of animals by 

improving the efficiency of their activities (Siegel, 2009). Sleep does this by increasing 

animal activity when resources like food and pray are available or vital functions like 

mating need to be performed, and by minimizing the activity when survival dangers like 

predators are present or resources are scarce.  During inactivity, sleep saves energy by 

reducing brain metabolism; but, the most energy is saved through reducing body 

metabolism and muscle tone, analogous to turning down the thermostat when you leave a 

room (Berger & Phillips, 1995). 
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Sleep has been proposed to restore the resource depletion and cell damage which 

occured during wakefulness.  This includes depletion of energy compartments, 

downregulation of neuromodulatory receptors, cell death in cortical and subcortical 

regions, and oxidation stress produced by free radicals (Siegel, 2009). Sleep is also 

hypothesized to cool the brain and body down; providing several adaptations in the 

metabolism and timing of behaviour (McGinty & Szymusiak, 1990). One theory suggests 

sleep plays an important role in the maturation of neural circuits during development 

(Roffwarg, Muzio, & Dement, 1966). This idea stems from the observation that sleep is 

the predominant behavioral state in infant animals. Another theory holds that sleep is 

required, or important for, the consolidation of freshly acquired information in memory 

(Diekelmann & Born, 2010). Sleep is suggested to stabilize and enhance new memory 

representations and integrate them into the network of long-term memories. We will 

discuss this function of sleep more in section 1.3.   

1.2 Sleep Stages 

Sleep in mammals is divided into two basic stages: rapid eye movement (REM) 

sleep and non-rapid eye movement (NREM) sleep, each has specific physiological and 

biological characteristics. Below we describe these two stages and their associated 

electrical oscillations. 

1.2.1 NREM sleep 

NREM sleep can be distinguished from the waking and REM sleep by the 

occurrence of slow and high-amplitude activity in the cortical EEG signal and significant 

reduction of muscle tone. It is the predominant state in the beginning of human nocturnal 

sleep and its intensity and duration decrease over the course of sleep. NREM sleep in 
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humans is further divided into three sub-stages named N1, N2, and N3 in which sleep 

depth increases respectively. N3 is also called slow wave sleep (SWS) as slow wave 

activity (SWA) peaks during this stage. In rodents, NREM sleep is not usually divided 

into these sub-stages. During NREM sleep, physiological markers including heart rate, 

respiration rate, blood pressure, and metabolic levels all decrease compared to 

wakefulness and heart and breathing rates become regular (Shore, Millman, Silage, 

Chung, & Pack, 1985; Siegel, 2009; Zemaityte, Varoneckas, & Sokolov, 1984). This state 

is usually associated with three specific electrical oscillations: 

Slow Oscillation 

Slow oscillation (SO) refers to the <1-Hz activity which dominates the cortical 

EEG during slow wave sleep. In humans, SO peak frequency is around 0.8 Hz (Molle, 

Marshall, Gais, & Born, 2002). Slow oscillation comprises two phases of up and down 

state in which cortical neural populations show different activity patterns. During up state, 

cortical neurons depolarize accompanied by their sustained firing while in down state, 

they hyperpolarize and stop firing (Steriade, McCormick, & Sejnowski, 1993; Steriade, 

Timofeev, & Grenier, 2001). Mechanisms of SO generation are not fully understood. Up 

states are believed to be the result of a balance between excitation and inhibition (Haider, 

Duque, Hasenstaub, & McCormick, 2006; Shu, Hasenstaub, & McCormick, 2003). Down 

states, on the other hand, are suggested to be the result of the withdrawal of excitatory 

synaptic currents (disfacilitation) from the cortical and thalamic cells instead of active 

inhibition (Contreras, Timofeev, & Steriade, 1996; McVea, Murphy, & Mohajerani, 

2016; Steriade et al., 2001). 

Spindles 
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Spindles are waxing and waning oscillatory activity observed in cortical EEG 

which has the frequency range of ~10 to 15 Hz. In humans, they happen more frequently 

in the stage N2 of NREM sleep usually following a K-complex and last between 0.5 and 

3 sec (De Gennaro & Ferrara, 2003). They are also present in SWS where they are 

superimposed on the slow oscillation to form less discrete spindles. Spindle activity is the 

result of interactions between the GABAergic neurons of thalamus reticular nucleus and 

thalamocortical glutamatergic neurons. During early NREM sleep, GABAergic neurons 

of reticular nucleus start to generate a burst of action potentials at spindle frequency due 

to activation of T-type (low-threshold) calcium channels (R. E. Brown, Basheer, 

McKenna, Strecker, & McCarley, 2012; Talley et al., 1999). This induces large IPSPs in 

the thalamocortical glutamatergic neurons which remove the inactivation gate of T-type 

calcium channels existing in these cells. Thus, at the end of these IPSPs, calcium enters 

the thalamocortical cells and causes a spike which triggers a short (5-15 ms) sodium-

based burst of action potentials. This leads to a burst of EPSPs in the postsynaptic cortical 

neurons making them fire action potentials with spindle frequency which induces spindle 

activity in the EEG signal.  

Sharp Wave-Ripple 

Sharp waves are fast and large amplitude depolarizing events (40-100 msec) 

which can be recorded from hippocampus during NREM sleep of humans and rodents. 

They are usually, but not always, superimposed by faster short-lasting oscillatory activity 

(100–300 Hz), called ripple to form sharp wave-ripple (SPW-R) events (Bragin, Engel, 

Wilson, Fried, & Buzsaki, 1999; Buzsaki, 1986; Buzsaki, Leung, & Vanderwolf, 1983; 

O'Keefe, 1976). Sharp waves originate from CA3 of the hippocampus when subcortical 
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regions like MS/vDB release their suppressing control on the network of interconnected 

CA3 pyramidal cells (R. E. Brown et al., 2012). In fact, highly recurrent excitatory 

collateral network of CA3 pyramidal neurons is an optimum substrate for the 

synchronized population bursts occurring during sharp wave events (Buzsaki, 2015; 

Traub & Wong, 1982). Ripples, on the other hand, originate from CA1 and are induced 

by the strong excitation coming from the CA3‐generated sharp waves while the 

interaction between PV-expressing interneurons and pyramidal cells helps set the ripple 

timing and support their spatial synchrony (Buzsaki, 2015). 

1.2.2 REM sleep 

REM sleep is characterized by fast and low amplitude cortical EEG, rapid and 

random movement of the eyes, and the loss of muscle tone (i.e. atonia). REM sleep is also 

associated with vivid dreaming in which sleepers can often provide a narrative description 

of what they were experiencing (Hobson, Pace-Schott, & Stickgold, 2000). This state is 

also known as paradoxical sleep because some of its physiological characteristics 

including cortical EEG resemble those of waking state. In fact, the wake-like low-

amplitude fast cortical rhythms observed in this state is the result of “desynchronized” 

tonic firing of cortical neurons (Harris & Thiele, 2011). In this thesis, we use the term 

“desynchronized” to refer to the fast low-amplitude cortical activity which is one of the 

features of REM state. By contrast, we use “synchronized” to refer to slow and high-

amplitude cortical activity. 

REM sleep is less frequent in the early part of nocturnal sleep and its intensity and 

duration increase toward the end of the sleep period (Rasch & Born, 2013). In REM 

sleep, physiological markers, including heart rate, respiration rate, blood pressure, and 
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metabolic levels increase compared to NREM sleep to near waking levels (Brebbia & 

Altshuler, 1965; Madsen et al., 1991; Snyder, Hobson, Morrison, & Goldfrank, 1964; 

Zemaityte et al., 1984). 

REM sleep can be subclassified into tonic and phasic events. Phasic REM is 

characterized by rapid eye movements and muscle twitches and constitutes about 5% of 

the entire REM sleep while tonic REM is characterized by steady muscle atonia and the 

absence of rapid eye movement (De Carli et al., 2016; Montgomery, Sirota, & Buzsaki, 

2008). They can also be distinguished based on other electrophysiological activities 

which we will discuss about below.  

Theta activity 

Theta activity is referred to a very rhythmic field potential oscillation which is the 

hallmark of REM sleep in rodents and other lower mammals (Robinson, Kramis, & 

Vanderwolf, 1977). Its frequency varies from 4-8 Hz in tonic REM to 8-12 Hz in phasic 

REM events and its amplitude increases from tonic to phasic REM (R. E. Brown et al., 

2012; Karashima, Nakao, Katayama, & Honda, 2005; Montgomery et al., 2008). In 

rodents, theta activity is prominent in the hippocampus where it can also be seen during 

active wakefulness. In addition to the hippocampus, theta field potential oscillations and 

entrainment of neuronal population by theta rhythm have been observed in other brain 

areas, including entorhinal and perirhinal cortex, subicular complex, cingulate cortex, and 

amygdala (Alonso & Garcia-Austt, 1987; Leung & Borst, 1987; Mitchell & Ranck, 1980; 

Pare & Collins, 2000).  In humans, theta activity is less readily identified and usually 

limits to short epochs (Cantero et al., 2003). 
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In the classical theta model, medial septum-vertical limb of the diagonal band 

(MS/vDB) has been suggested to be the rhythm generator (pacemaker) of theta (Buzsaki, 

2002). Removal of the MS/vDB inputs to hippocampus by pharmacological inactivation, 

transection or lesion completely abolishes theta waves (Andersen, Bland, Myhrer, & 

Schwartzkroin, 1979; Bland, Trepel, Oddie, & Kirk, 1996; Green & Arduini, 1954; 

Sainsbury & Bland, 1981). Two groups of cholinergic and GABAergic cells in the 

MS/vDB are postulated to regulate the hippocampal theta activity (Tsanov, 2015). 

Cholinergic neurons are slow firing and modulate the theta amplitude, but not the 

frequency, via the tonic excitation of MS/vDB GABAergic neurons as well as 

hippocampal interneurons and pyramidal cells (Frotscher & Leranth, 1985; Hangya, 

Borhegyi, Szilagyi, Freund, & Varga, 2009). GABAergic neurons of MS/vDB, on the 

other hand, fire bursts of action potentials which are phase-locked to theta activity 

(Borhegyi, Varga, Szilagyi, Fabo, & Freund, 2004). They selectively innervate 

hippocampal inhibitory interneurons and act as the theta pacemaker through periodic 

disinhibition of hippocampal pyramidal neurons (Buzsaki, 2002; Chamberland, Salesse, 

Topolnik, & Topolnik, 2010; Tsanov, 2015). In addition, in this classical model, rhythmic 

excitations from the entorhinal cortex, in which neurons also fire synchronized to theta, 

play an important role in the theta current generation (Buzsaki, 2002). Moreover, other 

structures, including CA3 recurrent network and dentate granular cells, may also 

contribute to the spatiotemporal profile of theta field potential in the hippocampus 

(Buzsaki, 2002). 

PGO waves 
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Ponto-geniculo-occipital (PGO) waves are synchronized sharp field potentials that 

are typically identified as propagating activity from pons to lateral geniculate nucleus 

(LGN) and occipital cortex. They usually occur as high-amplitude single waves before 

the onset of REM sleep and as wave bursts of lower amplitude during phasic REM sleep, 

where they are time-locked to rapid eye movements (Brooks & Bizzi, 1963; Datta & 

Hobson, 1994; Jouvet, Jeannerod, & Delorme, 1965). Because of this co-occurrence, they 

are hypothesized as the source of dreaming and visual imagery in REM sleep (M.  

Steriade & R. W. McCarley, 2005).  

PGO waves were initially and most extensively studied in cats, where the largest 

activities can be recorded from the LGN and visual cortex (R. E. Brown et al., 2012). 

However, recent studies in both humans and animals showed that PGO waves propagate 

far beyond the three key regions and can engage limbic, parahippocampal, and many 

thalamocortical systems (Amzica & Steriade, 1996; Datta, 1997; Wehrle et al., 2007). 

PGO waves in rodents are referred to as pontine waves (P waves) because only their 

pontine component has been recorded thus far (R. E. Brown et al., 2012). Their thalamic 

and cortical components proved to be hard to record, likely because rodents are not very 

visual animals. In humans (epilepsy and Parkinson’s disease patients), phasic electrical 

activities were recorded in the pons, subthalamic nucleus, and medial temporal lobe 

during REM sleep (Andrillon, Nir, Cirelli, Tononi, & Fried, 2015; Fernandez-Mendoza et 

al., 2009; Lim et al., 2007). In addition, fMRI studies showed activation of the thalamus 

and occipital cortex together with the hippocampus and amygdala time-locked to REMs, 

which can be closely related to PGO potentials (Miyauchi, Misaki, Kan, Fukunaga, & 

Koike, 2009; Wehrle et al., 2007). 
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The neurons that play a role in generation, propagation, and regulation of PGO 

waves can be divided into two groups: executive neurons and modulatory neurons. 

Executive neurons are involved in generating and propagating the PGO waves across 

brain regions while modulatory neurons respond to fluctuations in neuromodulators and 

regulate how PGO waves are spread and maintained (Datta, 1997; Gott, Liley, & Hobson, 

2017). Executive neurons are primarily located in the peribrachial area (PB) of the 

dorsolateral pons and receive inhibitory serotonergic (5-HT) inputs from raphe nucleus 

(Datta, 1997; Gott et al., 2017). These inputs justify why agents that deplete synaptic 5-

HT such as reserpine and fenclonine enhance PGO waves (Brooks, Gershon, & Simon, 

1972; Jacobs, Henriksen, & Dement, 1972). Modulatory neurons, on the other hand, are 

spread across multiple brain regions, including the prefrontal cortex, suprachiasmatic 

nucleus, amygdala, vestibular and brainstem auditory systems and consist of multiple cell 

types, including aminergic, cholinergic, nitroxergic, GABAergic, and glycinergic (Datta, 

1997; Gott et al., 2017).  

1.3 Memory function of sleep 

While memory encoding and retention mainly take place during awake state, sleep 

is a brain state that favors consolidation of encoded memories. Consolidation refers to a 

process in which liable memory traces acquired during waking are stabilized and 

integrated to the pre-existing knowledge networks for a long period of time. A great 

number of behavioral studies have supported the helpful effect of sleep on declarative and 

non-declarative memory (Rasch & Born, 2013). A period of sleep after learning can 

improve declarative memory recall and enhance procedural skills (Barrett & Ekstrand, 

1972; Jenkins & Dallenbach, 1924; Korman et al., 2007; Plihal & Born, 1997; Stickgold, 
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James, & Hobson, 2000). Sleep can also help the consolidation of emotional memories 

and its beneficial effect can be persistent even years after the initial encoding (Nishida, 

Pearsall, Buckner, & Walker, 2009; Wagner, Gais, & Born, 2001; Wagner, Hallschmid, 

Rasch, & Born, 2006). However, the consolidation effect of sleep usually takes place 

under certain conditions and favors explicitly encoded and behaviorally relevant 

memories (Diekelmann & Born, 2010). 

Based on the Hebb’s influential work, memory formation has been postulated as a 

mechanism in which neural circuits are activated repeatedly leading to lasting synaptic 

changes (Hebb, 1949). Building on this, consolidation of memory traces can be perceived 

as the reactivation of the neural circuits which were involved in the original encoding. 

Below we will discuss some evidence that support memory reactivation during sleep. 

1.3.1 Reactivation of memory traces during sleep 

Memory reactivation has been most extensively studied in the place cells of the rat 

hippocampus. Many studies have shown the firing patterns in the hippocampal cells of 

these animals are repeated in the same order during the sleep period after novel 

environment exploration or simple spatial tasks (Ji & Wilson, 2007; Nadasdy, Hirase, 

Czurko, Csicsvari, & Buzsaki, 1999; Pavlides & Winson, 1989; Wilson & McNaughton, 

1994). These reactivations mostly occur during NREM sleep with a few studies 

suggesting they can also happen during REM sleep (Louie & Wilson, 2001; Poe, Nitz, 

McNaughton, & Barnes, 2000). The pattern reactivations are also most prominent within 

the first 20-40 minutes of sleep after learning and involve only a minority of recorded 

neurons (Battaglia, Sutherland, Cowen, Mc Naughton, & Harris, 2005; Rasch & Born, 

2013). Moreover, compared with encoding patterns, reactivation patterns are noisier, less 



11 

 

accurate and happen at a much faster rate (Nadasdy et al., 1999). In addition to the 

hippocampus, replay activity during sleep has been reported in the thalamus, striatum, 

and neocortex (Euston, Tatsuno, & McNaughton, 2007; Ji & Wilson, 2007; Johnson, 

Euston, Tatsuno, & McNaughton, 2010; Lansink et al., 2008; Ribeiro et al., 2004). 

Functional significance of sleep pattern reactivation was demonstrated in NREM 

sleep. In a study, human subjects learned spatial locations associated with an odor (Rasch, 

Buchel, Gais, & Born, 2007). Delivery of the odor as a cue during subsequent NREM 

sleep induced strong hippocampal activation and subsequently enhanced the memory 

retention. Thus, pattern reactivation during post-learning sleep indeed has a causal role in 

memory consolidation. 

1.3.2 Mechanisms of memory consolidation in SWS and REM sleep 

One of the debatable questions regarding the role of sleep in memory 

consolidation is whether the mechanism of memory consolidation is different between 

slow-wave sleep and REM sleep.  It has been suggested that SWS supports system 

consolidation in which newly encoded memory traces in the hippocampus (temporary 

memory store) get repeatedly reactivated which itself drives concurrent reactivation of 

corresponding memory representations in the cortex (long-term memory store). This 

process enhances reorganization and redistribution of newly encoded memory traces and 

promotes their integration into the network of pre-existing long-term memories in the 

cortex (Diekelmann & Born, 2010). SWS specific field potential activities including 

neocortical slow oscillation, spindle and hippocampal sharp-wave ripple are shown to 

support this system consolidation process. The depolarizing cortical up phases of SO 

drive the hippocampal replay which leads the reactivation in the cortical circuits and other 
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brain regions (Ji & Wilson, 2007; Lansink, Goltstein, Lankelma, McNaughton, & 

Pennartz, 2009; Peyrache, Khamassi, Benchenane, Wiener, & Battaglia, 2009). Cortical 

SO also drives hippocampal SPW-R in parallel with thalamo-cortical spindles allowing 

for the formation of spindle-ripple events which might support the transfer of information 

from hippocampus to neocortex (Buzsaki, 1998; Molle & Born, 2009; Sirota, Csicsvari, 

Buhl, & Buzsaki, 2003).  

REM sleep, on the other hand, has been shown by many studies as a state that 

favors synaptic consolidation. Unlike SWS, post-learning REM sleep accompanies 

enhanced level of plasticity-related immediate early gene (IEG) activity which is 

localized to the brain regions involved in the encoding phase (Ribeiro et al., 2002; Ribeiro 

et al., 2007; Ulloor & Datta, 2005). The activity of plasticity-related IEG depends on the 

cholinergic activity which increases to near waking level during REM sleep (Teber, 

Kohling, Speckmann, Barnekow, & Kremerskothen, 2004; von der Kammer et al., 1998). 

Regarding the electrophysiological signatures of REM sleep, studies showed that the 

density of PGO waves increases robustly after training on an active avoidance task which 

promotes the expression of plasticity-related genes and subsequently memory 

consolidation (Datta, Li, & Auerbach, 2008; Ulloor & Datta, 2005). Moreover, 

desynchronized EEG oscillations of REM sleep are suggested to promote local synaptic 

consolidation in a disengaged memory system of cortex (Diekelmann & Born, 2010).  

In conclusion, for an effective consolidation of memory traces, complementary 

sequences of SWS and REM sleep that provide both system and synaptic consolidation 

would probably be necessary. However, because declarative memory needs transfer and 

integration of invariant characteristics from different memories in different memory 
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systems, it benefits more from SWS-dependent system consolidation while procedural 

memory, due to its discrete and independent nature, benefits more from local synaptic 

consolidation during REM sleep. After all, it is worth mentioning that it is not a specific 

sleep stage per se that promotes memory consolidation, but rather associated neuronal 

mechanisms that provide proper electrophysiological, neurochemical, and genetic 

conditions for long-term memory storage (Diekelmann & Born, 2010).  

1.4 Neuromodulation of sleep/wake 

Up until the 20th century, it was believed that sleep is controlled by passive 

mechanisms in which reduced sensory stimulations prime the body and brain to reduce 

their normal physical and cognitive activities. However, we now know that there are 

circuits in the brain which actively control sleep and also wakefulness. Technological 

advances over the past decades, including optogenetics, pharmacogenetics, virus-based 

tracing, and imaging with genetically encoded indicators has helped us to better dissect 

and understand these neural circuits and the mechanisms through which they control 

behavioral states (Weber & Dan, 2016). Below, we will discuss some of these circuits and 

their interactions with each other. 

1.4.1 Preoptic hypothalamus 

Preoptic area (POA) of the anterior hypothalamus has been suggested to contain 

neurons which are important for sleep generation. C-Fos immunohistochemistry has 

shown the presence of GABAergic neurons in the ventrolateral preoptic area (VLPO) and 

the median preoptic nucleus (MnPO) which are active during NREM and REM sleep 

(Gong et al., 2004; Sherin, Shiromani, McCarley, & Saper, 1996). Lesion of cell clusters 

in the VLPO reduces sleep and in severe case cause insomnia (Lu, Greco, Shiromani, & 
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Saper, 2000; Von Economo, 1930) while activation of c-Fos labeled neurons using 

chemogenetics in VLPO can induce sleep (Zhang et al., 2015), suggesting a causal role 

for VLPO in sleep regulation. 

VLPO and MnPO induce sleep by sending inhibitory projections, mainly 

GABAergic, to the wake-promoting regions of the brain (Figure 1). These regions include 

noradrenergic locus coeruleus (LC), histaminergic tuberomammillary nucleus (TMN), 

serotoninergic median and dorsal raphe nuclei (MRN and DRN), and orexinergic lateral 

hypothalamus (Sherin, Elmquist, Torrealba, & Saper, 1998; Steininger, Gong, McGinty, 

& Szymusiak, 2001; Yoshida, McCormack, Espana, Crocker, & Scammell, 2006). The 

ventral periaqueductal gray matter (VPAG) and the parabrachial nucleus (PB) which are 

important for wakefulness and arousal also receive inhibitory inputs from POA (Lu, Jhou, 

& Saper, 2006; Sherin et al., 1998). 

On the other hand, POA receives projections from different neuromodulatory 

systems (Figure 1.B). Among them are wake-associated neuromodulators such as 

noradrenaline, acetylcholine, histamine, and serotonin which directly or indirectly inhibit 

POA neurons (Gallopin et al., 2000; Liu, Li, & Ye, 2010). This has led to the idea of a 

flip-flop for the regulation of sleep-wake cycle in which mutual inhibition between POA 

and arousal system can switch the state from sleep to waking and vice versa (Saper, 

Fuller, Pedersen, Lu, & Scammell, 2010). POA neurons are also shown to be excited by 

high concentrations of glucose (Varin et al., 2015). This finding together with the 

inhibitory effect of sucrose on the wake-promoting orexin neurons (Yamanaka et al., 

2003) might explain the sleepiness after eating a sugar-rich meal. Moreover, there are 

some thermosensitive neurons in the POA that increase their activity by higher 
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temperature, the majority of them sleep-active (Alam, McGinty, & Szymusiak, 1995). 

This may provide a link between the body temperature and control of sleep. 

 

Figure 1. Circuit diagram of sleep-promoting mechanisms in forebrain. (A) Inhibitory 

inputs of POA to multiple brain regions. (B) Neuromodulatory inputs to POA 

GABAergic cells. (C, D) interconnections between basal forebrain (BF) and lateral and 

posterior hypothalamus (LH/PH) cell groups. (E) Inhibition of POA on wake-promoting 

cell groups in the brainstem. 

Reprinted by permission from Macmillan Publishers Ltd: Nature (Weber & Dan), 

copyright (2016). 

 

1.4.2 Basal forebrain 

The basal forebrain (BF) is the main source of acetylcholine (ACh) to the cortex 

and plays an important role in sleep and wakefulness regulation (S. H. Lee & Dan, 2012). 

There are three major types of neurons in the basal forebrain: cholinergic, GABAergic, 

and glutamatergic. Cholinergic and glutamatergic cells are wake- and REM-active and 

selective stimulation of these neurons promotes wakefulness (M. G. Lee, Hassani, 

Alonso, & Jones, 2005; Xu et al., 2015). Parvalbumin (PV)-expressing GABAergic 

neurons are similarly wake- and REM-active while somatostatin (SOM)-expressing ones 
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are NREM-active and their activation promotes NREM sleep (Xu et al., 2015). Mapping 

the connections between these intermingled populations of neurons using optogenetics 

revealed that SOM GABAergic neurons strongly inhibit wake-promoting cholinergic, 

glutamatergic, and PV neurons (Figure 1.C) (Xu et al., 2015). It also provided 

information on the excitatory local connections between the wake-promoting cells (Figure 

1.C). At the cellular level, acetylcholine release from the basal forebrain into the 

neocortex is known to induce desynchronization of cortical LFP which depends on both 

muscarinic and nicotinic ACh receptors (Kalmbach, Hedrick, & Waters, 2012).  This 

desynchronization is suggested to be caused by the excitation of neocortical pyramidal 

neurons and suppression of intracortical synapses (Bazhenov, Timofeev, Steriade, & 

Sejnowski, 2002). 

1.4.3 Lateral and posterior hypothalamus 

Posterior hypothalamus contains histaminergic (HA) neurons clustered in the 

tuberomammillary nucleus. Histaminergic activity is important for maintaining vigilance 

and wakefulness which explain why antihistamine drugs promote sleep (Thakkar, 2011). 

Lateral hypothalamus contains orexin/hypocretin neurons which are active during 

wakefulness and silent during sleep (Mileykovskiy, Kiyashchenko, & Siegel, 2005). 

These neurons are important for stabilizing the wake-sleep cycle and their loss or loss of 

orexin receptors cause narcolepsy in which the patient have severe sleepiness and can 

briefly lose muscle tone (cataplexy) (Chemelli et al., 1999). Orexin neurons send 

projections to multiple brain regions including the cortex, basal forebrain, and brainstem 

where they reinforce the brain on-state by exciting wake-promoting neurons (Sutcliffe & 

de Lecea, 2002).   
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Melanin-concentrating hormone (MCH) neurons are another subtype of lateral 

hypothalamic neuron which are sleep- and more specifically REM-active (Hassani, Lee, 

& Jones, 2009). These neurons are suggested to be sufficient but not necessary for the 

initiation and maintenance of REM sleep; and, their chronic activity is also important for 

NREM sleep (Jego et al., 2013; Tsunematsu et al., 2014). Optogenetic approaches have 

revealed that MCH neurons induce sleep by inhibiting neighboring orexin neurons (Rao 

et al., 2008) which themselves indirectly inhibit MCH neurons (Figure 1.D) (Apergis-

Schoute et al., 2015). MCH neurons have also been shown to have an indirect inhibitory 

influence on the histaminergic cells in the lateral and posterior hypothalamus (Jego et al., 

2013). 

1.4.4 Brainstem 

After the suppression of waking state by forebrain sleep-active neurons, different 

neuronal populations in the brainstem would change the brain state between REM and 

NREM sleep. This so-called ultradian cycle is tuned in a way that creates REM/NREM 

antagonism in which at any time point, one state can be maintained. Up until now, 

different cell types including cholinergic, glutamatergic and GABAergic, which may 

regulate the ultradian cycle, have been identified in the brainstem (Weber & Dan, 2016). 

Brainstem cholinergic neurons, concentrated in the pedunculopontine tegmentum 

(PPT) and laterodorsal tegmentum (LDT), are wake- and REM-active (Boucetta, Cisse, 

Mainville, Morales, & Jones, 2014) and they extensively innervate the thalamus, 

hypothalamus, and basal forebrain (S. H. Lee & Dan, 2012). Activation of these cells 

increases the occurrence of REM sleep but not its duration (Van Dort et al., 2015), 

indicating that they are important for the initiation but perhaps not the maintenance of 
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REM sleep. C-Fos immunohistochemistry following sustained REM-sleep also revealed 

REM-active glutamatergic neurons in the sublateral dorsal nucleus (SLD) of the pons 

(Lu, Sherman, Devor, & Saper, 2006). Pharmacological activation of SLD caused 

continuous muscle atonia and low voltage EEG (Boissard et al., 2002), while a glutamate-

transporter-knockout mouse showed disrupted REM sleep (Krenzer et al., 2011), 

suggesting the important contribution of glutamatergic SLD neurons to REM sleep. 

SLD glutamatergic neurons are inhibited by the NREM-active GABAergic cells in the 

ventrolateral periaqueductal gray (vlPAG) (Figure 2.A) (Lu, Sherman, et al., 2006). In 

fact, it has been demonstrated that activation of vlPAG GABAergic neurons increases 

NREM sleep while suppressing REM sleep and wakefulness (Sastre, Buda, Kitahama, & 

Jouvet, 1996; Weber et al., 2015). A recent study also suggested a group of NREM-active 

glutamatergic neurons located ventromedial to the superior cerebellar peduncle (SCP) 

which could excite GABAergic vlPAG cells (Hayashi et al., 2015), reinforcing the 

NREM-promoting circuit (Figure 2.B). vlPAG GABAergic neurons which inhibit SLD 

glutamatergic cells are themselves inhibited by another group of REM-active GABAergic 

neurons located in the ventral medulla (vM) (Figure 2.A), supporting the antagonistic 

relationship between REM and NREM sleep (Weber et al., 2015). Optogenetic activation 

of these cells could increase the transition from NREM to REM sleep and prolong REM  
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Figure 2. Brainstem circuits controlling sleep stages (A) REM promoting circuit in the 

brainstem. (B) Brainstem circuit promoting NREM sleep.  

Reprinted by permission from Macmillan Publishers Ltd: Nature (Weber & Dan), 

copyright (2016). 

 

episodes while silencing them, shorten REM bouts; suggesting that they are important for 

initiation and maintenance of REM sleep. Moreover, they maintain REM sleep and delay 

awakening by suppressing the wake-active REM-off noradrenergic neurons in LC (Aston-

Jones, Ennis, Pieribone, Nickell, & Shipley, 1986; Weber et al., 2015).  

There is another population of sleep-active GABAergic neurons located in the 

parafacial zone (PZ) in medulla which specifically promotes NREM sleep (Anaclet et al., 

2012). While activating these cells strongly initiated NREM sleep, lesion to PZ neurons 

or preventing GABA release from them increased wakefulness (Anaclet et al., 2014; 

Anaclet et al., 2012). This effect could be mediated by their inhibitory influences on the 

glutamatergic neurons of medial parabrachial nucleus (PB), which are important for 

wakefulness and arousal (Figure 2.B) (Fuller, Sherman, Pedersen, Saper, & Lu, 2011). 

Moreover, the nucleus of the solitary tract (NTS) in hindbrain has been shown to contain 

NREM-active neurons which synchronize EEG activity and increase sleep (Eguchi & 
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Satoh, 1980; Magnes, Moruzzi, & Pompeiano, 1960), although the exact cell types 

mediating this effect are yet to be understood.   

In summary, several neuronal populations in the brain actively control sleep and 

wakefulness and also the ultradian cycle regulating NREM and REM sleep. These 

neuronal clusters interact with each other through excitatory and inhibitory connections to 

regulate different behavioral states. Identification of other pieces of this puzzle and their 

organization would help to further clarify the mechanism of sleep-wake control in the 

brain.  
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2. Local nature of cortical desynchronization of REM state 

2.1 Introduction 

As was discussed in the previous chapter, the electrophysiological activity 

associated with each sleep stage plays an important role in priming the cortical and 

hippocampal memory networks for consolidation of memories. Cortical EEG activity, 

which transitions from high-amplitude slow oscillations in NREM sleep to fast low-

amplitude rhythms in REM sleep, is of particular importance. While it has been widely 

held that cortical activity patterns are homogenous and global in different behavioral 

states, recent studies have shown they can be local. Local slow waves that occur in some 

cortical regions but not in others were reported in awake humans and rodents and they 

appear more often after a period of sleep deprivation (Bennett, Arroyo, & Hestrin, 2013; 

Bernardi et al., 2015; Vyazovskiy et al., 2011). Depth EEG recoding in humans and 

rodents have also demonstrated that during NREM sleep, slow waves most often engage a 

limited number of cortical regions and do not necessarily propagate across the entire 

cortex (Nir et al., 2011; Vyazovskiy et al., 2011). Moreover, some parts of the cortex can 

transiently be activated, exhibiting wake-like high frequency EEG patterns in a sleeping 

brain (Nobili et al., 2011). 

More interestingly and relevant to this thesis, while it was believed that cortical 

desynchronization during REM sleep is a global phenomenon, a recent study by Funk et 

al. showed that cortical desynchronization can happen locally (Funk, Honjoh, Rodriguez, 

Cirelli, & Tononi, 2016). Using laminar electrophysiological recording in naturally 

sleeping mice, they showed that desynchronized cortical activity in REM sleep is 

confined to the secondary cortices as well as deep layers of primary cortices. In other 
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words, superficial/intermediate layers of primary cortical regions show slow wave 

activity during REM sleep. However, the electrophysiological technique used in this 

study has been unable to resolve the regional structure and dynamics of these activities 

due to relatively sparse sampling. Moreover, because partial results from multiple mice 

were combined to produce the final result in the laminar electrode study, it is not clear 

whether the local activity in different cortical regions happened simultaneously during 

REM sleep. 

Here, we investigate the spatial profile of cortical desynchronization during REM 

state in mice by taking advantage of a mesoscale imaging technique called voltage-

sensitive dye imaging (VSDI). VSD imaging can capture neural activity in a large field of 

view with high spatial and temporal resolution and is a method appropriate to study 

population activity over multiple cortical regions (Grinvald & Hildesheim, 2004). 

2.2 Voltage sensitive dye imaging 

VSD imaging uses organic dye molecules that bind to cell membranes and change 

their fluorescent properties in response to a change in membrane potential. Thus, by 

exciting these molecules and collecting the emitted fluorescent, they can be employed to 

transduce electrical activity to an optical signal (Grinvald & Hildesheim, 2004). They 

were first used to record the activity of individual neurons and nerves and then for 

monitoring the neuronal population activity in invertebrates and mammalian neocortex 

(Cohen et al., 1974; Grinvald, Cohen, Lesher, & Boyle, 1981; Orbach, Cohen, & 

Grinvald, 1985; Salzberg, Davila, & Cohen, 1973; Tasaki & Warashina, 1976). A major 

breakthrough in the field happened by the development of a red-shifted dye which 
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worked beyond the absorption band of hemoglobin, dramatically reducing the pulsation 

artifacts and hemodynamic noise (Shoham et al., 1999).   

VSD imaging measures the subthreshold and suprathreshold neuronal activity 

with millisecond temporal and micron spatial resolution (Shoham et al., 1999) and has 

been previously used to study the structure of spontaneous activity during anesthesia in a 

large portion of mouse cortex (Mohajerani et al., 2013; Mohajerani, McVea, Fingas, & 

Murphy, 2010). In vivo electrophysiological recording combined with simultaneous VSD 

imaging in rodent cortex indicated that LFP and VSD signals are correlated closely with 

each other, suggesting the VSDI as a proper candidate for studying the cortical activity 

across different brain states (Ferezou et al., 2007; Lippert, Takagaki, Xu, Huang, & Wu, 

2007). There are some weaknesses and limitations associated with VSD imaging which 

need to be taken into consideration. VSD stains glia cells along with neurons which 

increases the unwanted background signal. VSD imaging cannot resolve vertical profile 

of the emitted signal, and for applying the dye, cortex needs to be exposed. Nevertheless, 

considering all its pros and cons, it is still an optimum choice for this study. 

2.3 Urethane as a model of sleep 

Performing VSD imaging, especially in an extended unilateral configuration, 

requires extensive removal of muscles and bones which makes it very difficult to have the 

animal naturally sleep in the setup. It also requires a complex experimental setup for VSD 

imaging which minimizes any perturbation or heat stress caused by the light application. 

Therefore, we decided to use a sleep model which can mimic the characteristics of brain 

activity present during natural REM sleep and SWS. It has been shown in mice and rats 

that urethane anesthesia induces spontaneous alternation of brain state between REM-like 
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and SWS-like states in which cortical and hippocampal electrophysiological activity 

resemble those of natural sleep (Clement et al., 2008; Pagliardini, Gosgnach, & Dickson, 

2013). Urethane anesthesia also modulates other physiological markers including 

respiration rate, heart rate, and temperature in a fashion that is similar to natural sleep 

states (Clement et al., 2008; Pagliardini, Funk, & Dickson, 2013). 

Despite these similarities, there are some differences between natural sleep and 

urethane anesthesia. Firstly, while sleep is homeostatically regulated, urethane anesthesia 

relies on the circulating level of urethane. Moreover, phasic REM sleep events, including 

rapid eye movements and muscle twitches, are absent under urethane anesthesia and the 

occurrence of P waves has not been reported in the anesthetized condition (Clement et al., 

2008; Robinson et al., 1977). Nonetheless, the integrity of tonic REM-like events 

including cortical desynchronized activity under urethane anesthesia justifies this model 

to be used along with VSD imaging for this study.  

2.4 Method 

2.4.1 Subjects 

7 adult C57 mice, aged 2-4 months and weighed ~30 g, were used for 

experiments. They were housed under 12:12 h dark/light cycle and had ad libitum access 

to water and food at all time. Animal protocols were approved by the University of 

Lethbridge Animal Care Committee and followed the guidelines issued by the Canadian 

Council for Animal Care. 

2.4.2 Surgery  

Mice were anesthetized with urethane (0.12% wt/wt) and a large unilateral 

craniotomy (6.5x6 mm; bregma 2.8 to -3.7 mm and lateral 0 to 6 mm) was made on top of 
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the right cortical hemisphere. Underlying dura matter was removed. Body temperature 

was kept at 37±0.5 C using feedback loop heating pad. For assistance to animal breathing, 

a tracheotomy was performed. Additional doses of urethane (10% of initial dose) were 

administered when necessary to keep the surgical plane of anesthesia. 

2.4.3 Voltage-Sensitive Dye Imaging 

RH1692 (Optical Imaging) was dissolved in HEPES-buffered saline solution (0.5 

mg/ml) and applied to the cortex exposed by the craniotomy for 40-60 min. Unbounded 

dye molecules were washed out afterward. For minimizing respiration artifact, 1.5% 

agarose made with a HEPES-buffered saline was spread over the cortex and sealed by the 

coverslip. VSD image stacks were collected in 12-bit format at 100 Hz frame rate using 

CCD camera (1M60 Pantera, Dalsa) and XCAP 3.8 imaging software (EPIX, Inc.).  

Images were taken through a microscope composed of front-to-front video lenses 

(8.6×8.6 mm field of view, 67 µm per pixel). VSD was excited by a red LED (627-nm 

center, Luxeon K2) and emitted fluorescence passed through a 673- to 703-nm bandpass 

emission filter. Each VSD stack of spontaneous activity usually included 90,000 frames. 

2.4.4 Electrophysiological recording 

The hippocampal electrode was implanted outside the planed cranial window prior 

to performing the craniotomy. For that, a Teflon-coated stainless-steel wire (bare 

diameter 50.8 µm) was placed in pyramidal layer of the right dorsal hippocampus. It was 

inserted posterior to the occipital suture with 33-degree angle (with respect to the vertical 

axis) according to the following coordinates relative to bregma: mediolateral (ML): 2.3 

mm; dorsoventral (DV): 1.6 to 1.9 mm. The position of the electrode tip was confirmed 

using an audio monitor (Grass Instrument Co.). For cortical recording, a bipolar electrode 
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made with Formvar-coated nichrome wire (50.8 µm) was inserted into the primary motor, 

lip, or auditory sensory cortex; the tip separation was 0.5 mm and the upper tip located in 

layer 2/3. For EMG recording, a monopolar Teflon-coated stainless-steel wire (127 µm) 

was inserted into the neck musculature using a 27 gauge needle as described elsewhere 

(Pearson, Acharya, & Fouad, 2005). The reference and ground electrodes were placed on 

the cerebellum. The LFP and EMG signals were amplified (x1000) and filtered (0.1-

10,000 Hz) using a Grass P5 Series AC amplifier (Grass Instrument Co.) and were 

sampled at 20 kHz using a data acquisition system (Axon Instruments). After data 

collection, 100 µA current was injected into the hippocampal electrode for 10 seconds. 

Animals were sacrificed and brains were extracted, sectioned and mounted. Location of 

the hippocampal electrode was further confirmed using cresyl violet staining (Figure 

3).Figure 3

 

Figure 3. Brain section stained with cresyl violet showing the location of hippocampal 

electrode. In the magnified image on right, trace of the electrode pierced the pyramidal 

layer of CA1 can be clearly seen. 
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2.4.5 Data analysis 

LFP and EMG signals were downsampled to 2 kHz offline and analyzed using 

custom-written codes in MATLAB (MathWorks). REM-like, NREM-like and transition 

states were scored based on the hippocampal LFP. The ratio of theta (3-5 Hz) power and 

slow wave (0.2-1.2 Hz) power to the total power was calculated in a 4-sec window and 

the threshold of mean plus one standard deviation was used to differentiate the states. The 

hippocampal LFP was scored as a REM-like state when the theta ratio was above the 

threshold for 10 consecutive seconds and the slow wave ratio was below the threshold 

simultaneously. A NREM-like state was defined as an opposite case of the REM-like 

state, that is, when the slow wave ratio was above the threshold for 10 consecutive 

seconds and the theta ratio was below the threshold simultaneously. A period that did not 

meet these conditions was classified as a transition state. 

Raw EMG activity was filtered between 50 Hz and 1000 Hz and normalized by 

subtracting the mean and dividing the result by one standard deviation. The normalized 

signals were rectified and integrated using 4-sec moving windows. Distributions of the 

integrated EMG signal for REM-like and NREM-like states were then calculated for each 

animal based on the timing determined from the hippocampal LFP. Medians of these 

distributions were calculated for REM- and NREM-like states in each animal and were 

compared pair-wise across the two states using paired-sample t-test (α=0.05). 

VSD spontaneous raw data was preprocessed based on the following steps: First, 

VSD time series of each pixel were filtered using a zero-phase highpass Chebyshev filter 

above 0.1 Hz. Then a baseline signal (F0) was calculated by averaging all the frames and 

the fluorescence changes were quantified as (F − F0)/ F0 ×100 where F is the filtered 
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signal. PCA was subsequently performed on the VSD stacks and the first 40 principal 

components were kept and the rest were discarded. To further reduce a spatial noise, 

images were filtered by a Gaussian kernel (5x5 pixels, sigma=1). 

To identify cortical desynchronization of VSD signal in each REM-like event, 

first VSD stacks during all NREM-like episodes (scored based on hippocampal LFP) of 

one continuous recording were concatenated in time. Then 0.5- to 7-Hz power of VSD 

signal for each pixel was calculated using a sliding window (3-sec long, 2-sec overlap) 

which spanned over the concatenated NREM-like data and also over individual REM-like 

events. This generates a distribution of power values for the concatenated NREM-like 

data and the individual REM-like events (for each pixel). The frequency range of 0.5 to 7 

Hz was chosen because most of the VSD signal power concentrated in this range and the 

possible involvement of heartbeat artifact could be eliminated. To determine if VSD 

activity of a specific pixel during a chosen REM-like episode undergoes state transition, 

the left-tailed test of significance was performed against the null hypothesis that median 

of the REM-like distribution is equal to that of NREM-like distribution (The Wilcoxon 

rank-sum test, α=0.05). The VSD activity was labeled as desynchronized if the calculated 

p-value was significant. Repeating this procedure for all the pixels inside the mask 

generated the spatial map of desynchronization.  

To calculate the dynamic maps of desynchronization, each REM-like bout was 

divided into multiple 8-sec long epochs. Then, 0.5- to 7-Hz VSD power with a sliding 

window (3-sec long, 2-sec overlap) was calculated for each 8-sec epoch. Distribution of 

power values for these REM-like epochs was compared with the distribution of total 

NREM-like power values (pixel wise, the Wilcoxon rank-sum test). At the end, dynamic 
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p-value maps were converted to binary maps by thresholding (above α=0.05). The grand 

average map in each animal was generated by averaging these binary maps calculated for 

all REM-like events.  

2.5 Results 

We sought to study the local spatial changes in cortical neural activities in the 

REM-like state. To that end, we simultaneously recorded spontaneous cortical VSD 

activity and hippocampal and cortical LFP from 7 mice under urethane anesthesia. These 

resting-state activities were acquired in the absence of external sensory stimuli using a 

custom-built experimental setup that did not produce significant vibration or auditory 

stimulation (Figure 4.A). VSD images were captured with 100 Hz frame rate at which we 

were able to resolve multiple time signatures of ongoing resting-state activity. 

Spontaneous electrophysiological and imaging data were recorded in continuous 15-

minute epochs sufficient to capture multiple forebrain state transitions. Performed 

craniotomy was large enough to include multiple cortical regions in the imaging window 

(Figure 4.B). These regions included: primary and secondary motor cortex (M1, M2), 

upper lip area of the primary somatosensory cortex (LPS1), hindlimb area of the primary 

and secondary somatosensory cortex (HLS1, HLS2), forelimb area of the primary and 

secondary somatosensory cortex (FLS1, FLS2), primary and secondary barrel cortex 

(BCS1, BCS2), parietal association cortex (ptA), retrosplenial cortex (RS), primary and 

secondary visual cortex (V1, V2), and primary auditory cortex (A1). 
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Figure 4. Experimental paradigm and surgical preparation for studying forebrain activity 

using VSD imaging and LFP recording (A) Experimental setup used for simultaneous 

wide-field VSD imaging and cortical and hippocampal LFP recording. (B) Cartoon of 

unilateral preparation showing the location of imaged cortical regions. Dotted rectangular 

shows the boundary of craniotomy. 

 

2.5.1 Spontaneous state transition in LFP/VSD under urethane anesthesia 

We first investigated if urethane anesthesia could induce brain state alternation by 

changing the characteristics of the electrophysiological and more importantly optical 

signal. As documented previously (Clement et al., 2008; Pagliardini, Gosgnach, et al., 

2013), indeed urethane anesthesia caused cyclic evolution of brain state between NREM-

like and REM-like state, each of them having specific physiological signatures. 

Expectedly, hippocampal and cortical field potentials showed slow-frequency (~ 1 Hz) 

activity during NREM-like state whereas REM-like state consisted of high-frequency 

low-amplitude cortical activity and hippocampal theta (~ 4 Hz) (Figure 5). The observed 

hippocampal theta was ~2 Hz slower than theta usually seen during natural REM sleep in 

rodents which also matches previous studies (Clement et al., 2008; Pagliardini, Gosgnach, 
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et al., 2013; Robinson et al., 1977). The transition state was identified in between NREM-

like and REM-like states and had intermediate electrographic characteristics.  

 

Figure 5. Spontaneous state alternation of brain activity in urethane anesthetized mice. 

(A) Continuous VSD and LFP traces and corresponding spectrograms show spontaneous 

changes in the brain state of urethane-anesthetized mouse. VSD signal was derived from 

an ROI (0.112 mm2) around the cortical electrode in primary motor cortex. Below, the 

percentage of the power in the 3-5 Hz and 0.2-1.2 Hz bands to the total power of 

hippocampal LFP are displayed. These ratios are used to score the recording into NREM-

like, REM-like and transition states. (B) Power spectral analysis of VSD and EEG traces 

indicates a reduction of ~ 1 Hz power in VSD, CTX and HPC and an increase of ~ 4 Hz 

power in HPC during REM-like state. 
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Hippocampal and cortical LFP state alternations coincided with a general 

reduction of VSD signal power when comparing NREM- to REM-like states (Figure 5). 

This was in line with the fact that neural population activity modulating fluorescence 

signal transitions from synchronous firing in the NREM-like state to asynchronous tonic 

firing in the REM-like state (Harris & Thiele, 2011; M. Steriade & R. W. McCarley, 

2005). Power spectrum of VSD signal shows the reduction of power in almost all the 

frequency bands from 0.1 to 50 Hz when comparing NREM- to REM-like states; 

however, most of the power and also the power reduction concentrated in the frequencies 

less than 10 Hz (Figure 5.B).  

EMG activity recorded from the neck muscle failed to show any significant 

change across two states, despite the observations in natural sleep that have reported a 

significant reduction of muscle tone across NREM to REM transitions (Figure 6). This 

can be due to the fact that urethane is known to cause muscle atonia, suppressing the 

muscle tone in both NREM- and REM-like states (Robinson et al., 1977). Phasic 

muscular twitches as one of the signatures of phasic REM sleep were absent in our EMG 

recording, supporting the previous report on the selective suppression of phasic REM by 

urethane (Clement et al., 2008). However, we did not assess the presence of other phasic 

events including P waves and rapid eye movements. 
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Figure 6. Comparison of neck muscle activity between NREM- and REM-like states (A) 

Average neck EMG content across two states does not show any significant change 

(p>0.05, n=7 mice, error bars, s.e.m) (B) Example of EMG traces in two states. Periodic 

spikes are heart beat artifacts. 

 

Figure 7.A and B display a magnified representative LFP and VSD traces in the 

two states wherein the different characteristics of the signals can be clearly differentiated. 

Cross-correlation of the cortical LFP and the VSD signal collected from the pixels 

surrounding the cortical electrode exhibits a high level of covariation (Figure 7.C). 

Because VSD signal is modulated positively by the membrane potential and LFP is 

dependent on the extracellular currents and negatively correlated with membrane 

potential, they are anti-correlated. Montage of VSD activity over time further 

characterizes the up/down phases and propagating waves of depolarization in NREM-like 

state and the downscaling of cortical activity during REM-like state (Figure 7.D). 

However, as it can be seen there are some activities occurring in the local cortical circuits 

during REM-like state. These activities are studied in detail in the next sections. 

 

 



34 

 

 

Figure 7. Spatiotemporal characteristics of spontaneous cortical activity during 

NREM/REM states. (A, B) A representative epoch of VSD (0.2-7 Hz) and EEG traces 

and magnification in time of two segments i and ii selected from REM and NREM states 

respectively. Vertical scale bars are the same for two panels. (C) Cross-correlogram 

displaying the correlation between VSD signal around the cortical electrode (M1) and 

cortical LFP. Significance of the correlation value in zero lag was measured using a 

Student’s t-distribution (*** p<0.001). (D) Montage of spontaneous VSD activity (0.2-7 

Hz) corresponding to the epoch i and ii further depicting the spatiotemporal 

characteristics of cortical fluctuations during two states. 

 

2.5.2 Cortical desynchronization of REM-like state is local 

Next, we investigated whether the spontaneous activity of all cortical regions 

reported by VSD signal undergoes desynchronization in REM-like episodes or not. We 

found that there was a portion of REM-like bouts in which we did not observe a distinct 

reduction of VSD fluctuations in all cortical regions (Figure 8). In other words, some 

cortical areas showed large-amplitude slow wave type of activity in ~1 Hz frequency 

band during REM-like state similar to what has been reported previously in natural REM 

sleep (Funk et al., 2016). To characterize cortical desynchronization of VSD signal for 
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each cortical region, we compared its 0.5- to 7-Hz power across two states (see method). 

If the p-value calculated from this comparison was statistically significant, that region 

was classified as desynchronized and if it was not, it was classified as synchronized. 

Example of p-value maps generated for representative animals (Figure 9) showed that 

indeed cortical desynchronization of REM-like state could be confined to local regions. In 

the desynchronized regions, VSD power distribution of the REM-like episode could be 

differentiated from the NREM-like one whereas it is not possible for a synchronized 

region (Figure 9.A). Interestingly, these local patterns of desynchronization could be 

absent (global desynchronization) in some REM-like bouts and when they were not, they 

were located in the anterior and lateral part of the cortical hemisphere (Figure 9.B and 

Figure 11.E). 

 

Figure 8. Local desynchronized cortical patterns in REM-like state. Representative VSD 

signals (top three rows) selected from three different cortical regions together with the 

simultaneous hippocampal LFP traces during NREM-like and REM-like states. LPS1 

shows slow wave activity during REM-like state while HLS1 and RS showing 

desynchronized rhythms. 
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Figure 9. Cortical extent of desynchronization in REM-like state. (A, Left) A 

representative p-value map showing cortical areas in which VSD signal undergoes 

desynchronization during a REM-like event. Dark areas are desynchronized (significant 

change based on α=0.05) and areas inside the black dotted line are synchronized. (A, 

Right) Histograms showing the VSD power distribution during REM-like and NREM-

like states for points 1 (desynchronized) and 2 (synchronized). It can be seen that while 

REM/NREM distributions are quite separated for ROI#1, they have a significant overlap 

for ROI#2. (B) P-value maps for other REM-like events from the same animal. 

 

Concurrent cortical LFP which was recorded from the synchronized regions also 

showed similar patterns to VSD signal. While the LFP signal had a good correlation with 

the surrounding VSD activity, it showed slow wave activity during the REM-like 

episodes in which p-value maps had local patterns (ii in Figure 10) and it displayed 

desynchronized activity during the REM-like episodes in which p-value maps showed a 
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global desynchronization (i in Figure 10). This would further support the validity of p-

value maps of desynchronization calculated based on the VSD signal and suggests a 

transient nature for the high-amplitude slow wave activity occurring in the REM-like 

state.  

 

Figure 10. Cortical LFP further supports local desynchronization of VSD signal. (A) P-

value map of desynchronization for two distinct REM-like episodes i, ii. (B) Traces show 

VSD signal (around cortical electrode) and cortical and hippocampal LFP during a 

NREM-like episode (left) and REM-like episodes i (middle) and ii (right). As it is clear, 

cortical LFP along with neighboring VSD signal became desynchronized during REM-

like episode i while they did not during episode ii. 

 

2.5.3 Locality of cortical desynchronization is temporally dynamic in the 

individual REM-like episodes 

We then investigated the presence of local cortical desynchronization in shorter 

time windows through REM-like episodes; especially in the episodes which had given 

global desynchronization patterns (dark maps). We found cortical regions could 

transiently show synchronized or desynchronized activity independent of each other in 

the REM-like state (Figure 11.A, B). In other words, dynamic p-value maps of cortical 
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desynchronization were not necessarily constant over the time course of a REM-like 

event and synchronized/desynchronized patterns could move from one cortical region to 

another. However, the dynamic maps for a REM-like event followed to some extent the 

general pattern of the desynchronization map for that event (Figure 11.C). We measured 

the similarity of these dynamic maps with each other using Pearson correlation coefficient 

and found a non-normal distribution (p-value<0.001, Lillieforc test) for correlation values 

with a mean of 0.29 and standard deviation of 0.07 (Figure 11.D). Moreover, based on 

this distribution ~14 percent of the dynamic maps not only aren’t similar but also are 

anticorrelated.  

Lastly, we averaged these dynamic maps for each animal to find the spatial extent 

of cortical desynchronization in REM-like state (Figure 11.E). Although there were slight 

differences between the patterns across animals, some conclusions could be made based 

on these maps. Generally, midline and posterior regions including secondary 

motor/cingulate, retroslpenial, and visual cortices tended to remain desynchronized 

throughout REM-like state. Anterior and lateral areas, on the other hand, including upper 

lip somatosensory, primary motor, and barrel cortices showed a mixture of synchronized 

and desynchronized activity during REM-like states. A firm conclusion could not be 

made for auditory cortex as the results were variable across animals. 
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Figure 11. Dynamic of cortical desynchronization in REM-like state. (A, left) Position of 

ROI#1 and ROI#2 in the cranial window. Traces show VSD and hippocampal activity 

during preceding NREM-like (middle) and REM-like (right) episodes. (B) P-value maps 

of desynchronization for the whole (i, combined green and pink in A), first half (ii, green 

in A) and second half (iii, pink in A) of REM-like episode. It is clear that while cortical 

activity at ROI#2 remained desynchronized during this REM-like event, ROI#1 was 

desynchronized at the beginning but not for the rest of the event. (C) Another example of 

p-value map of desynchronization for a REM-like episode and its corresponding dynamic 

maps. Dynamic maps calculated for 8 sec window and have 7 sec overlap. (D) Average 

power distribution function (PDF) of the correlation coefficient between dynamic maps of 

desynchronization (n=7). Shaded areas show standard error across animals. Only non-

dark maps were included. (E) Grand average of thresholded p-value maps for 7 animals. 

Warmer colors mean the areas that more often show synchronized activity during REM-

like events. 
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3. Discussion 

We aimed to study the activity of a large network of cortical circuits in the REM-

like state under urethane anesthesia using wide-filed VSD imaging. We reported here that 

alternation of brain state between NREM-like and REM-like states induced by urethane 

anesthesia could modulate spontaneous activity reported by field potential and, more 

importantly, VSD signal. We demonstrated that in REM-like state, some cortical regions 

deviate from the global activity patterns and show large slow wave fluctuations. In other 

words, the activity of all cortical regions did not become homogeneously desynchronized 

in REM-like state. Surprisingly, we also found these synchronized cortical areas do not 

continuously remain in the same state but rather transiently switch to a desynchronized 

state. This contrasts with a previous study by Funk et al. (2016) which claimed REM 

sleep slow waves as ever present phenomena; however, they overlook to address this 

temporal dynamic feature of slow waves in REM state. 

In general, based on our results, regions located in the anterior and lateral part of 

one hemisphere of the neocortex tended to show recurring synchronized activities and 

regions in the medial and posterior part had a propensity towards desynchronized activity 

during REM-like state. Although this would not completely match with the previous 

results (Funk et al., 2016) indicated on the synchronized primary and desynchronized 

secondary/association cortices, there are some similarities. For example, in both studies, 

secondary motor and retrosplenial cortices showed desynchronized activity while primary 

somatosensory and motor cortices showed synchronized patterns. One difference in our 

results compared to Funk et al. (2016) is that we showed desynchronized activity for 

primary visual cortex. These discordances might stem from the differences between 
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desynchronization induced by urethane anesthesia versus natural sleep or the different 

nature of fluorescence versus electrophysiological signal. 

Mechanisms for the locality of cortical desynchronization are yet to be 

understood. It is known that acetylcholine level is high during REM/REM-like state, 

activating the neocortex and inducing the tonic firing of cortical neurons (Clement et al., 

2008; Hasselmo & McGaughy, 2004; Krnjevic, 2004). The basal forebrain, as the main 

source of cholinergic input to the cortex, is suggested to have a topographic organization 

for its cortical projections (Kim et al., 2016; Zaborszky, 2002). This would provide the 

platform for the selective neuromodulation and activation of cortical regions.  Low levels 

of noradrenaline in REM/REM-like state can also contribute to the observed local 

desynchronization because noradrenergic projections, originating mainly from the locus 

coeruleus, can desynchronize multiple sensory cortices (Kim et al., 2016). However, how 

neuromodulatory systems can facilitate dynamic characteristics of desynchronization in 

individual REM-like events is another question that needs to be addressed. 

What can be the possible functions of local slow waves in REM state? Occurrence 

of slow waves in other behavioral states has physiological and behavioral effects. In 

sleep-deprived awake rats, slow activity occurring during a reaching task impair their 

performance (Vyazovskiy et al., 2011). Slow wave activity in NREM sleep is suggested 

to impair cortical effective connectivity and be responsible for sensory disconnection 

(Funk et al., 2016; Massimini et al., 2005). Similarly, local slow waves in REM state can 

contribute to sensory disconnection and behavioral unresponsiveness by gating the 

cortical information transmission mainly from primary to secondary cortices. This would 

solve the paradox of deep sensory disconnection of REM sleep while considering a global 
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wake-like cortical activity as previously thought. Occurrence of slow waves in REM-like 

state and possibly in REM sleep might also explain the surprising results of some studies 

reporting the beneficial effect of REM sleep on declarative memory; a type of memory 

that has been considered to be primarily consolidated by the slow wave sleep (Fogel, 

Smith, & Cote, 2007; Rauchs et al., 2004). 

Considering the similarity between urethane induced REM state and natural REM 

sleep, we expect our results can be extended to natural sleep. Nevertheless, replicating the 

same results under natural REM sleep in an intact brain would be of great value. Recent 

development of a voltage-sensitive fluorescent protein (VSFP) called Butterfly can help 

us to achieve this goal (Akemann et al., 2012). Butterfly has been used in wide-field 

imaging as a voltage indicator to report evoked and spontaneous neuronal population 

activity in vivo with high spatiotemporal resolution (Akemann et al., 2012; Shimaoka, 

Song, & Knopfel, 2017). Replacing VSD imaging with this technique in our study would 

eliminate the requirement for skull removal for dye application and enable us to record 

brain activity over several days, facilitating a reliable natural sleep recording in an intact 

mouse brain. In addition, this strategy has the potential to tag specific cell types which 

can be used to elucidate the role of different neuronal classes in generation of local slow 

wave activity of REM sleep. 
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4. Conclusion 

Sleep and its two core stages, NREM and REM, change the ongoing brain 

oscillations that are important for communications within the neuronal networks. Some of 

these changes are the defining features of NREM and REM sleeps. REM sleep for 

example is characterized by fast and low-amplitude desynchronized cortical oscillations 

and hippocampal theta activity in rodents. In this study, we demonstrated that cortical 

areas can show a mixture of desynchronized and slow wave activity during REM state 

under urethane model of sleep; the slow waves that are the common cortical rhythms of 

NREM state. Taking the advantage of an imaging technique with a large spatial coverage, 

we also showed for the first time that these large slow waves usually occur in the anterior 

and lateral regions of one cortical hemisphere. 

These results together with the previous studies challenge the classical views, 

considering the cortical activity patterns as homogeneous and global in different 

behavioral states (Bernardi et al., 2015; Funk et al., 2016; Nobili et al., 2011; Vyazovskiy 

et al., 2011). Our findings may also be used to understand how the memory traces in 

different cortical circuits undergo system and synaptic consolidation during sleep stages.  
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