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**Abstract**

Volume 1, Issue 1 of *Mathematical Biosciences* was the venue for a now-classic paper on the application of singular perturbation theory in enzyme kinetics, “On the mathematical status of the pseudo-steady state hypothesis of biochemical kinetics” by F. G. Heineken, H. M. Tsuchiya and R. Aris. More than 50 years have passed, and yet this paper continues to be studied and mined for insights. This perspective discusses both the strengths and weaknesses of the work presented in this paper. For many, the justification of the pseudo-steady-state approximation using singular perturbation theory is the main achievement of this paper. However, there is so much more material here, which laid the foundation for a great deal of research in mathematical biochemistry in the intervening decades. The parameterization of the equations, construction of the first-order uniform singular-perturbation solution, and an attempt to apply similar principles to the pseudo-equilibrium approximation are discussed in particular detail.
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1. Introduction

In the very first issue of *Mathematical Biosciences* (*MB*) appeared a paper that has become a classic in the literature on singular perturbation theory in biochemical kinetics: “On the Mathematical Status of the Pseudo-steady State Hypothesis of Biochemical Kinetics”, by F. G. Heineken, H. M. Tsuchiya, and R. Aris [1]. While the paper’s title promised a study of the mathematical basis of the pseudo-steady-state (PSS) hypothesis, which it did indeed provide, this paper went beyond this immediate objective to develop the singular perturbation solution of the Michaelis-Menten rate equations to first order in the small parameter. The authors also considered a singular-perturbation approach to
understanding the Henri-Michaelis-Menten pseudo-equilibrium approximation (PEA) [2, 3], as well as a two-substrate enzyme-catalyzed reaction. As we will see below, this paper has become a cornerstone of the literature in mathematical biochemistry.

The PSS approximation (PSSA, also known as the quasi-steady-state approximation or, more simply, the steady-state approximation, SSA), developed independently by Bodenstein [4] and by Chapman and Underhill [5], requires the identification, usually based on chemical intuition, of “fast” (i.e. highly reactive) chemical species. The idea is that these fast species will accumulate during the initial stages of the reaction, but because of their high reactivity, they will soon reach a state in which they are consumed as fast as they can be made. Thus, for much of the evolution, their rates of change will be “small”. The quotation marks here emphasize the ad hoc nature of the reasoning used.

Formally, starting with an initial-value problem (IVP)

\[
\frac{ds}{dt} = p(s, c), \quad \frac{dc}{dt} = q(s, c),
\]

\[
(s(0), c(0)) = (s_0, c_0),
\]

where \(s\) is a vector of slow variables and \(c\) is a vector of fast variables, with constant initial data \((s_0, c_0)\), we set the rates of change of the fast variables equal to zero, replacing the original set of ordinary differential equations (ODEs) by a set of differential-algebraic equations (DAEs):

\[
\frac{ds}{dt} = p(s, c), \quad q(s, c) = 0.
\]

In a much-quoted passage, Heineken, Tsuchiya and Aris (henceforth, HTA) wrote of this procedure “To the mathematician this hypothesis, known as the pseudo-steady-state hypothesis (pssh), is somewhat scandalous. For clearly \(dc/dt = 0\) in the strict sense at only one instant” [1, p. 97]. Mathematicians are not alone in their discomfort: many generations of chemists have also been bothered by this procedure. For example, Fraser would later write “these approximations are puzzling. […] SSA implies a constant (time-independent) concentration to obtain its dependence on other changing concentrations, so denying constancy” [6, p. 4732]. Despite the potentially “scandalous” and “puzzling” nature of the PSSA, this approximation is used in one form or another to study a wide variety of problems (e.g. [7–20]). Understanding how, why and when this approximation should be effective is therefore an important problem in applied mathematics.

HTA’s rehabilitation of the “scandalous” PSSA involved the then-emerging
theory of singularly perturbed ODEs [21–28], specifically IVPs of the form

\[ \frac{dy}{dt} = f(y, z), \quad (3a) \]
\[ \mu \frac{dz}{dt} = g(y, z), \quad (3b) \]
\[ (y(0), z(0)) = (y_0, z_0), \quad (3c) \]

where \( \mu \) is a small parameter. A (now) well-known theorem of Tikhonov [21, 23, 28, 29] tells us that, for vanishingly small \( \mu \), the solutions of (3) approach those of the differential-algebraic system

\[ \frac{dy}{dt} = f(y, z), \quad (4a) \]
\[ g(y, z) = 0 \quad (4b) \]

provided the root \( z^* \) of equation (4b) is a stable equilibrium point of the adjoined system

\[ \frac{dz}{dt} = g(y, z) \quad (5) \]

with \( y \) fixed. A later theorem of Fenichel guarantees that the invariant manifold arising as the solution of Eq. (4b) in the limit \( \mu \to 0 \) persists for small values of \( \mu \) [30]. The PSSA looks a lot like an application of Tikhonov’s theorem, provided we can write the system (1) in the form (3) with a small parameter \( \mu \). There is also the issue of the initial conditions for the system (4) [or (2)], which cannot be the same as the initial conditions of the original IVP, on which more later.

In this perspective, the Heineken, Tsuchiya and Aris (1967) paper is first placed in historical context. A discussion follows of the main points of the paper, to wit the scaling of the equations (Section 3), the construction of the singular perturbation solution (Section 4), the pseudo-equilibrium approximation (Section 5), multi-substrate and multi-enzyme reactions (Section 6), and finally, the determination of kinetic constants from experimental data (Section 7). In a final section, the impact of HTA (1967) through the years is considered.

2. Historical context

When treating enzyme kinetic data, one is soon confronted with the fact that the order of reaction is different in different ranges of substrate concentration: the reaction is of the first order with respect to substrate at low concentrations, but of the zeroth order at high concentrations. The first mathematical resolution of this problem was due to Henri, with the help of Bodenstein [2]. Henri used a pseudo-equilibrium approximation applied to the reversible Michaelis-Menten mechanism to obtain a hyperbolic rate law. Michaelis and Menten later simplified Henri’s treatment to the irreversible case, designing initial-rate experiments to align their experimental work with their theory, thus avoiding complications due to accumulation of the product [3].
In 1925, Briggs and Haldane applied the pseudo-steady-state approxima-
tion to the Michaelis-Menten mechanism [31]. Their argument anticipates later
scaling arguments used in the singular perturbation treatment, so it is worth
reviewing briefly. Let us first establish HTA’s notation, into which we will
translate the Briggs-Haldane argument. The Michaelis-Menten mechanism is
\[
S + E \xrightarrow{k_1}{S'E} \xrightleftharpoons{k_{-1}} C \xrightarrow{k_2}{P + E}.
\]

(6)

Following HTA, lower-case letters will denote the concentrations of the corre-
sponding chemical species, and \(e_0\) will denote the total (initial) concentration
of enzyme, with \(s_0\) the initial concentration of substrate. The mass-action rate
equations governing this mechanism are
\[
\begin{align*}
\frac{ds}{dt} & = -k_1 es + k_{-1} c, \\
\frac{dc}{dt} & = k_1 es - (k_{-1} + k_2) c, \\
\frac{dp}{dt} & = k_2 c.
\end{align*}
\]

(7)

Two conservation relations allow us to eliminate two of these equations. Since
\( \frac{de}{dt} + \frac{dc}{dt} = 0, \)
\[ e + c = e_0 \]

(8)
is a constant. Similarly, since \( \frac{ds}{dt} + \frac{dc}{dt} + \frac{dp}{dt} = 0, \)
\[ s + c + p = s_0 \]

(9)
is a constant. The latter need not be used explicitly since the irreversibility of
the mechanism means that \(p\) does not appear in the rate equations (7). Using (8),
we obtain the planar dynamical system
\[
\begin{align*}
\frac{ds}{dt} & = -k_1 s(e_0 - c) + k_{-1} c, \\
\frac{dc}{dt} & = k_1 s(e_0 - c) - (k_{-1} + k_2) c.
\end{align*}
\]

(10)

Briggs and Haldane start by assuming that \(e_0\) and \(c\) are very small compared
to \(s_0\) and \(s\). They then point out that the maximum possible value of \(c\) is \(e_0,\)
and that \(c\) consequently decreases from a maximum value less than \(e_0\) to zero
during the reaction. (They implicitly assume that there is a rapid rise in \(c\)
to this maximum value, while explicitly recognizing that during this transient
period, the PSSA would not apply. The rapid rise of \(c\) is a key condition for the
validity of the PSSA [32, 33].) Similarly, \(p\) increases from zero to \(s_0\) during the
reaction. Thus, on average,
\[ \left\langle \frac{-dc}{dt} \right\rangle \frac{dp}{dt} < \frac{e_0}{s_0}, \]

(11)
i.e. \( \frac{dc}{dt} \) is relatively small following the establishment of the PSS. One interesting aspect of the Briggs-Haldane argument, incidentally, is that it implicitly shifts the discussion of the PSSA to phase space, since

\[
\frac{dc}{dp} = \frac{dc}{dt} \frac{dp}{dt}.
\]

Phase space, which for isothermal kinetics is the space of independent concentrations, is the setting for geometric singular perturbation theory [34] and for a number of approaches to understanding the PSSA [6, 35–39] and improving on it [6, 37, 40, 41]. The Briggs-Haldane argument can therefore be reinterpreted as an argument relating to the slope of the solution in phase space.

As will shortly be seen, scaling is central to HTA’s argument [1] and to much of the subsequent literature in singular perturbation theory [42–44]. A scaling argument for the validity of the PSSA appeared in a paper by Swoboda published in 1957 [45]. This paper is, unfortunately, not well known today. In it, Swoboda treated both the usual \( e_0 \ll s_0 \) case and the more challenging \( e_0 \sim s_0 \) case, which is often the more relevant regime \textit{in vivo} [46–48]. In a followup paper, he developed equations for the time evolution both in the initial and terminal phases of the reaction [49]. Although HTA appear not to have been aware of this work, it is clear that Swoboda anticipated some aspects of HTA (1967).

Another noteworthy paper in the general spirit of singular perturbation methods is Wong’s “unified solution” which, in essence, matches the lowest order solutions for the transient and PSS solutions [50], corresponding respectively to the inner and outer solutions of the singular perturbation treatment.

The first explicit application of singular perturbation theory in chemical kinetics in the Western literature is, to my knowledge, a 1963 paper by Bowen, Acrivos and Oppenheim [51]. These authors tackled a number of two-step mechanisms, including the classic mechanism of the thermal decomposition of ozone. This paper, rich with technical detail, was no doubt an important stepping-stone to the HTA paper, sharing similar aims and carrying out calculations to a similar depth, albeit addressed to different audiences.

Meanwhile, the formal theory of singularly perturbed ordinary differential equations was being developed by Tikhonov, Vasil’eva and others [22, 25, 27].

3. The HTA scaling

The first step is to write the Michaelis-Menten equations in the form (3). HTA achieved this by scaling the variables as follows:

\[
y = s/s_0, \quad z = c/e_0, \quad \tau = k_1 e_0 t,
\]

as well as defining the dimensionless parameters

\[
\mu = e_0/s_0, \quad \kappa = K_M/s_0, \quad \lambda = k_2/k_1 s_0.
\]
where
\[ K_M = \frac{(k_{-1} + k_2)}{k_1} \] (14c)
is the well-known Michaelis constant. With these definitions, the mass-action rate equations for the Michaelis-Menten mechanism, taking into account conservation of enzyme, are
\[ \frac{dy}{d\tau} = -y + z(y + \kappa - \lambda), \] (15a)
\[ \frac{dz}{d\tau} = y - z(y + \kappa), \] (15b)
which is clearly in the form (3) if \( \mu \) is a small parameter. An application of Tikhonov’s theorem to this system immediately justifies the use of the PSSA when \( e_0 \ll s_0 \), in accordance with Briggs and Haldane’s more informal argument [31]. However, the whole argument rests on HTA’s scaling, which they offered without justification.

The scalings (13a) are perhaps the most obvious ones available, and were the basis of Briggs and Haldane’s reasoning as well: the maximum possible values of \( s \) and \( c \) are, respectively, \( s_0 \) and \( e_0 \), so \( y \) will certainly be an \( O(1) \) variable until the late stage of the evolution, while \( z \) will be \( O(1) \) through most of the evolution unless \( k_{-1} + k_2 \gg k_1 s_0 \). (In this context, \( O(1) \) indicates a quantity of unit order of magnitude.) In fact, scaling to obtain variables of unit magnitude has become a standard technique in singular perturbation analysis [43], so HTA’s scaling of the concentrations is a sensible choice. Interestingly however, textbook accounts of the steady-state approximation often suggest that the approximation ought to be valid precisely when the complex reacts quickly (e.g. [52, p. 363], [53, pp. 275–276], [54, p. 473], [55, p. 6-1]), such that \( c \ll e_0 \) unless \( s \gg K_M \), when HTA’s scaling would be expected to break down. This regime is covered by a more refined scaling due to Segel and Slemrod [43].

Requiring a small value of \( \mu \) raises some interesting issues. If we try to make \( \mu \) small by increasing \( s_0 \), then \( \kappa \) and \( \lambda \) also become small parameters [Eqs. (14b)]. This makes the solution of Eqs. (15) a double perturbation problem [56], and one with a nasty singular limit at that. Thus, the only limit that makes sense in this scaling is to let \( e_0 \) go to zero. Experimentally, these two limits have correspondingly different effects, illustrated in Fig. 1. Suppose that we start out in a region of experimental design space in which the PSSA does not hold. Because of the irreversibility of product formation in the model (6), the vector field defined by Eqs. (10) is independent of \( s_0 \). Thus, increasing \( s_0 \) corresponds to moving out along the \( s \) axis within a stoichiometric compatibility class [57, Section 4.2] (grey surfaces in Fig. 1), which eventually puts the system in a region where the slow manifold, the trajectory approximated by the PSSA [6], has a small slope, and thus the PSSA holds trivially. In a progress curve experiment started from such initial conditions, the time evolution will eventually return the system along the slow manifold to a region where the PSSA does not hold. In this case, we would have to make sure that we don’t let the experiment...
Figure 1: Effects of changing $s_0$ or $e_0$ in experimental studies of Michaelian enzymes. The grey surfaces are stoichiometric compatibility classes defined by $e + c = e_0$, for two different values of $e_0$, namely $e_0 = 0.6$ (in arbitrary units, front) and 0.2 (back). Because the vector field does not depend on $s_0$ [Eqs. (10)], increasing $s_0$ corresponds to moving out along the $s$ axis within a stoichiometric subspace. On the other hand, choosing a different value of $e_0$ corresponds to moving to a different stoichiometric subspace. The solid black curves are slow manifolds approximated as the third iterate of Fraser’s method [6, 37] (indistinguishable from the exact slow manifold on the scale of this figure). The red dashed curves show the PSSA. Parameters: $K_M = 0.5$, $K_E = k_{-1}/k_1 = 0.05$ (arbitrary units).
run “too long”. Needless to say, it would be difficult to define operationally what is “too long”. (Note that we are neglecting reversibility, which will also eventually make the Michaelis-Menten equation invalid.) In the more common initial-velocity experiments, we would have the related problem of choosing \( s_0 \) values that are “not too small”. On the other hand, decreasing \( e_0 \) corresponds to moving to a different stoichiometric compatibility class because of the conservation of enzyme. If \( \mu \) is made sufficiently small by decreasing \( e_0 \), the PSSA will hug the slow manifold along its entire length (neglecting reversibility), as illustrated by the smaller-\( e_0 \) stoichiometric compatibility class in the figure. This is related to the improved scaling of Segel and Slemrod [43], who discovered a small parameter

\[
\epsilon = e_0 / (s_0 + K_M).
\]  

(16)

We will have \( \epsilon \ll 1 \) for any \( s_0 \) if \( e_0 \ll K_M \). Thus, at sufficiently small \( e_0 \), we could follow a trajectory in a progress-curve experiment all the way to equilibrium, or carry out initial-rate experiments over a wide range of \( s_0 \) values, all the while remaining within the domain of validity of the PSSA. It is therefore preferable to make \( \mu \) (or \( \epsilon \)) small by using small enzyme concentrations than by using large concentrations of substrate. Consequently, it may be particularly difficult to find feasible experimental conditions under which the PSSA is valid for enzymes with tight-binding substrates (i.e. enzyme-substrate systems with small values of \( K_M \)). Note that the idea that letting dimensionless groups approach zero can have very different effects depending on which physical quantity is taken to the limit was recently discussed by Goeke and coworkers [58].

The slow time scale implied by Eq. (13b), \( t_s = (k_1 e_0)^{-1} \), turns out to be problematic once we have admitted the scalings (13a). As noted above, we require \( k_{-1} + k_2 \gg k_1 s_0 \) or, equivalently, \( K_M \gg s_0 \), in order for the scaling of \( c \) to be valid. A careful estimate of \( t_s \) gives [32]

\[
t_s = (K_M + s_0) / k_2 e_0.
\]  

(17)

We only recover the HTA time scale if \( K_M \gg s_0 \) and \( k_{-1} \ll k_2 \). The latter may or may not be true for any given enzyme, but the former is in clear contradiction to the scaling of \( c \). There is therefore a contradiction built into the HTA scaling. Rather than considering this an error in estimating the slow time scale, it is perhaps best to think of the HTA scaling as not being sufficiently careful in its scaling of \( c \). From the point of view of justifying the PSSA, this incorrect scaling led to limitations in the domain of applicability of the treatment which would only be corrected two decades later by Segel [32], with further refinements by Segel and Slemrod [43]. Note also that the HTA time scale can be obtained consistently from a balancing argument [59, Chapter 7], where the emphasis is on explicitly bringing out the approximate balance that results in the validity of the PSS condition [60]. Both the latter treatment and the Segel-Slemrod work have in common a more careful scaling of \( c \) (in fact, the same scaling in both cases). To be fair, the principles of scaling were not stated explicitly, to my knowledge, until Segel’s landmark paper [61], which appeared approximately five years after the HTA paper.
Despite the inconsistent scaling, the authors obtained a set of equations in the singular perturbation form. The inconsistent scaling of $t$ affects both equations the same way since the ODEs under study are autonomous. Thus, from the perspective of obtaining a consistent singular perturbation problem valid under the conditions of the concentration scalings (13a), this error is harmless. The key step that yields a small parameter is the scaling of the concentrations, and here it is best to think of the HTA scaling as constraining the validity of the analysis to a particular regime, fortunately the one in which in vitro enzyme kinetics typically operates [62, 63].

4. The singular perturbation solution

After transforming the equations, HTA set about constructing the solution using the techniques of singular perturbation theory. The key idea is that equations of the form (3) represent systems with two time scales, a fast time scale during which $z$ tends to the steady state of the adjoined system, and a slow time scale during which the evolution is well approximated by the differential-algebraic system (4). In the jargon of singular perturbation theory, which was borrowed from fluid mechanics [51], the former time scale is associated with an “inner” solution, while the latter corresponds to an “outer” solution.

One of the key ideas in singular perturbation theory is that studying the inner solution requires a rescaling of Eqs. (3). Following HTA, if we define a rescaled time

$$\sigma = t/\mu,$$

then Eqs. (3) become

$$\frac{dy}{d\sigma} = \mu f(y, z),$$  \hspace{1cm} (19a)

$$\frac{dz}{d\sigma} = g(y, z).$$  \hspace{1cm} (19b)

If $\mu$ is small, then $dy/d\sigma \approx 0$, i.e. $y \approx y_0$, while $z$ evolves towards the quasi-stationary point at which $g(y_0, z) = 0$ at large values of $\sigma$. As $g(y_0, z) \to 0$, the scaling of Eqs. (19) becomes inappropriate, and we need to switch to Eqs. (3). This will require that the two solutions be matched, i.e. that we ensure a smooth transition from the inner to the outer solution, which resolves the issue of which initial conditions to use in the reduced equations (4).

If we have a small parameter, then we can build a perturbation series for the solution. In accordance with the foregoing statements, we in fact build two perturbation series in $\mu$, one for the inner solution, and one for the outer. The details of these calculations will not be reproduced here, and readers are referred to the original text [1] or to Lin and Segel’s exposition [64, Chapter 10] for details. In a nutshell, the two solutions were developed, and the long-time limit of the inner solution was used to generate an initial condition for the outer solution. A uniform approximation was obtained by, as Lin and Segel would
later explain, “add[ing] the inner and outer approximations and subtract[ing] their common part” [64, p. 310].

HTA carried out this process to first order in \( \mu \), and then showed some numerical solutions of the full system along with the zero-order and first-order uniform approximations using parameters estimated for the hydrolysis of benzoyl-L-arginine ethyl ester catalyzed by trypsin. Even for \( \mu = 1 \), which is of course not a small value, the first-order solution is reasonably—or perhaps unreasonably?—accurate.

Coming up with a “good” scaling, and the related problem of estimating the time scales operating in a kinetic system [44, 65], continues to be an active research topic. (Note however that Goeke and coworkers have challenged the idea that scaling \textit{per se} is necessary beyond the identification of a small parameter [58].) Recent work has focused on the tQSSA [66, 67], in which the slow variable is \( s + c \) rather than \( s \) [68–70].

5. The pseudo-equilibrium approximation

While the work of Bowen, Acrivos and Oppenheim showing how singular perturbation theory could be used to justify the PSSA [51] predated HTA’s paper, to my knowledge no one had yet tried to apply similar reasoning to rigorously justify the pseudo-equilibrium approximation which formed the basis of Henri’s [2] and Michaelis and Menten’s work [3]. Despite the inconsistencies noted above in their PSS scaling, it is clear that HTA understood the importance of scaling as they proposed a different scaling to study the PEA. Their reasoning, only partly explained in their paper, ran as follows: “the reversible reaction forming the complex C [is] very fast compared to its decomposition” [1, p. 108], therefore \( k_{-1}^{-1} \) is a slow time scale. Following this line of reasoning, they retain the concentration scalings (13a), to which they add the slow time scaling

\[
\tau = k_2 t, \tag{20}
\]

and the new parameter

\[
\nu = k_{-1}/k_1 s_0. \tag{21}
\]

The definitions of \( \lambda \) and \( \mu \) are unchanged. Now however the authors’ assumption that the rate of decomposition of the complex is relatively small implies that \( \lambda \) is the small parameter. The rate equations transform to

\[
\lambda \frac{dy}{d\tau} = \mu [-y + z(y + \nu)], \tag{22a}
\]

\[
\lambda \frac{dz}{d\tau} = y - z(y + \nu) - \lambda z. \tag{22b}
\]

Clearly, this form leads us into a mathematical difficulty since the small parameter multiplies both derivatives. In the limit \( \lambda \to 0 \), both equations degenerate to

\[
z = \frac{y}{y + \nu}. \tag{23}
\]
which is the PEA. However, as HTA point out, we don’t have a differential equation left into which to substitute this approximation. HTA go on to explain that the standard approach consists of substituting this expression into the rate of product formation, and then pretending that it is still reasonable to write

\[ v = \frac{dp}{dt} = -\frac{ds}{dt} \]  

(24)
even though the PEA makes \( ds/dt \) formally equal to zero. HTA indicated that they find this procedure unsatisfactory given the lack of rigorous mathematical justification.

There is a way out of this mathematical difficulty based on geometric singular perturbation theory, which would only be developed a decade later [34]. The PSSA and PEA both seek to discover an algebraic relationship such as Eq. (4b), which defines, at least implicitly, a function \( h(y) \) such that \( z \approx h(y) \) after decay of transients. The dynamics is then constrained to the curve in phase space defined by \( z = h(y) \) [6]. If we go back to the original IVP (3), we can now ask whether such a relationship exists between \( y \) and \( z \) in general. The answer is, trivially, yes: along every trajectory, there is some functional relationship between \( y \) and \( z \). However in model reduction approaches related to the PSSA, we are not looking for a general solution, but for one that represents the slow time evolution. Since the slow time evolution is just motion along a special trajectory, namely the trajectory reached from arbitrary initial conditions after the decay of transients, then the slow time evolution must also be characterized by a functional relationship \( z = h(y) \). Differentiating this relation with respect to time, we get

\[ \frac{dz}{dt} = \frac{dh}{dy} \frac{dy}{dt}. \]  

(25)
This equation is known as the invariance equation. All trajectories of Eqs. (3) are solutions of this equation. The special trajectory representing the global slow time evolution is known as the slow invariant manifold [6, 71–73]. Substituting the rate equations (22) into the general invariance equation, we get

\[ y - (y + \nu)h(y) - \lambda h(y) = \mu \frac{dh}{dy} \left[-y + (y + \nu)h(y)\right]. \]  

(26)
Note that the factors of \( \lambda \) multiplying the derivatives have cancelled out. The non-standard singular problem posed by the time evolution equations (22) has therefore become a non-singular perturbation problem in \( \lambda \) for the phase-space geometry of the slow manifold [56, 74]. Specifically, write

\[ h(y) = \sum_{i=0}^{\infty} \lambda^i \phi_i(y), \]  

(27)
where the \( \phi_i(y) \) are unknown functions to be determined. Substituting this
series into the invariance equation (26), we get, after a bit of work,

\[ \phi_0(y) = \frac{y}{y + \nu}, \quad (28a) \]

\[ \phi_1(y) = \frac{-y}{(y + \nu)^2 + \mu \nu}, \quad (28b) \]

\[ i > 1 : \phi_i(y) = \frac{-(y + \nu) \left\{ \phi_{i-1} + \mu(y + \nu) \sum_{j=1}^{i-1} \phi_j' \phi_{i-j} \right\}}{(y + \nu)^2 + \mu \nu}, \quad (28c) \]

where the function arguments on the right-hand side have been dropped for clarity, and \( \phi'_j \) denotes \( d\phi_j/dy \). Note that the \( i = 0 \) term is the PEA. Thus we see that the PEA emerges as the zero-order approximation of a regular perturbation problem in \( \lambda \) and not, as HTA believed, as the leading term in a singular perturbation problem. In fact, the appearance of \( \lambda \) as a multiplicative factor in front of both derivatives in Eqs. (22) implies that both \( y \) and \( z \) are governed by a single time scale in this parameterization.

The time evolution implied by Eqs. (22a), (27) and (28) also highlights a central difficulty in the PEA problem, namely that the lowest-order approximation to the graph of the slow manifold is given by \( z \approx \phi_0(y) \), but this is not sufficient to define the time evolution. If we substitute this lowest-order approximation into Eq. (22a), \( dy/d\tau \) vanishes. This is not surprising since the zero-order term (28a) is just the PEA, in which \( y \) is assumed to be in pseudo-equilibrium and thus static at the level of this approximation. Thus, we must include the \( O(\lambda) \) term of the perturbation series to obtain the time evolution of \( y \) on the slow manifold to lowest order:

\[ \frac{dy}{d\tau} \approx \frac{\mu}{\lambda} \left[ -y + (\phi_0 + \lambda \phi_1)(y + \nu) \right] \]

\[ = \frac{\mu \phi_1(y + \nu)}{(y + \nu)^2 + \mu \nu}. \quad (29) \]

This observation would apply to any method in which the PEA appears as a leading-order approximation, and resolves the conundrum raised by HTA regarding the meaning to be attached to \( ds/dt \) when the PEA formally makes this quantity zero.

Having hit a roadblock in their first attempt, HTA decided to change variables. Instead of scaled versions of \( s \) and \( c \), they considered scaled versions of \( e \) and \( p \), viz.

\[ w = e/e_0, \quad x = p/s_0. \quad (30) \]

Using the mass conservation relation for the substrate, \( s_0 = s + c + p \), the scaled
equations become

\[ \frac{dx}{d\tau} = \mu(1 - w), \quad (31a) \]

\[ \lambda \frac{dw}{d\tau} = \kappa - w(1 + \kappa - \mu - x) - \mu w^2. \quad (31b) \]

Now the small parameter \( \lambda \) multiplies just one of the derivatives, and Tikhonov’s theorem applies. The catch is that applying Tikhonov’s theorem to these equations leads to a quadratic in \( w \), so the equation obtained is more complex than the traditional PEA. Note that quadratic expressions for the rate of catalysis of a single-substrate Michaelian enzyme have appeared in the literature from time to time [68, 75–77].

Suppose that we do go ahead and apply Tikhonov’s theorem to Eqs. (31), i.e. we set the right-hand side of Eq. (31b) equal to zero. We can transform the resulting equation back to the usual \((y, z)\) variables using the mass conservation relations, which in HTA’s parameterization read

\[ w + z = 1, \quad (32a) \]

\[ x + y + \mu z = 1. \quad (32b) \]

Using these equation to eliminate \( w \) and \( x \) in favour of \( y \) and \( z \), Eq. (31b) reduces to

\[ z = \frac{y}{y + \kappa}. \quad (33) \]

In attempting to derive the PEA rigorously, HTA in fact derived an equation equivalent to the PSSA.

As can be seen from HTA’s struggles, understanding the PEA in the Michaelis-Menten mechanism is actually more difficult than understanding the PSSA. Various approaches would later be used to tackle this problem. Schauer and Heinrich developed a method in which reaction time scales near a steady state were used to identify sets of fast and slow reactions [78], setting up a PEA calculation. Segel and Slemrod would tackle the PEA briefly in their landmark paper [43], with a thorough treatment coming only in 2000 from Schnell and Maini [79], as well as interesting recent contributions to this problem by Prescott and Papachristodoulou [80] and by Walcher and coworkers [58, 81, 82].

6. Multi-substrate and multi-enzyme reactions

HTA briefly tackled multi-substrate and multi-enzyme reactions as well. The work they presented on this problem was a sketch, but they did correctly point out that the PSSA can be justified using Tikhonov’s theorem in more complicated cases. It would be left to others to work out the details [78, 83].
7. The determination of kinetic constants

Because of the two time scales inherent in singularly perturbed systems, measurements on one time scale do not give the experimentalist access to all of the rate constants. Thus, the traditional steady-state enzyme kinetics experiment provides \( v_{\text{max}} = k_2c_0 \) and \( K_M \) [Eq. (14c)], from which we cannot calculate any of the rate constants without additional information. Knowing the enzyme concentration would at least give us \( k_2 \), but then we are stuck. The final section of HTA’s paper discusses this issue, pointing out however that if we measure the kinetics on both the slow and fast time scales, we then have enough information to extract all of the parameters of the Michaelis-Menten mechanism (rate constants and enzyme concentration). The experiment on the fast time scale implied by their discussion, measuring \( c(t) \) during the pre-steady-state period, is difficult because the enzyme-substrate complex does not usually have a convenient spectroscopic feature that is clearly distinguished from the spectroscopic features of the enzyme and substrate, with some exceptions [84–86].

Having said that, with the tremendous advances in rapid kinetics methods and in spectroscopic instrumentation in the last few decades, it may be interesting to take another look at this idea. Note also that an analogous procedure is entirely feasible with cell growth data [87], which often follow similar (Monod) kinetics [88], but with much longer time scales.

Incidentally, another approach to extracting a full set of rate constants emerges from HTA’s work: the outer solution (slow invariant manifold), expanded to first order in \( \mu \), may provide enough information to recover all of the parameters [89].

8. Impact of HTA (1967) and concluding statements

It seems inevitable these days to carry out a bibliometric analysis as one way to understand the impact of a paper. HTA (1967) has so far accumulated 178 citations (Web of Knowledge search, October 23, 2019). For comparison, I carried out a Web of Knowledge search of all papers published in Mathematical Biosciences in the period 1967 to 1970 inclusive. This provides a comparison group of 199 contemporary papers. The average MB paper from this period has collected just over 21 citations from publication to the present day. HTA (1967), a technical paper addressed to an audience of specialists in theoretical biochemistry, has therefore performed far above the norm. It is in fact the 5th most cited MB paper from this period. Interestingly, H. M. Tsuchiya is also a coauthor of the 4th most cited MB paper in this set [90].

When looking at the HTA (1967) citations in detail, it becomes clear that the paper is undergoing a renaissance (Fig. 2). From 1970 to 1994, HTA (1967) was cited at a fairly constant rate of about 3.7 citations per year. Then from 1995 to 2009, there was a clear decline in citation rate, to an average of just over 2 citations per year. In the last decade however, citations have returned to their original rate, and in fact the paper was cited more often in the last five years than in any previous five year period; and note that 2019 is not yet done.
Figure 2: Histogram of citations to HTA (1967) [1] by five-year period. Note the shortened period represented by the leftmost bar. Web of Knowledge search, October 23, 2019.

as I write these words. Clearly, a new generation is discovering and appreciating HTA (1967).

A good paper answers a question. A really great paper answers a question and opens up many other questions. HTA (1967) is a really great paper, which explains its enduring appeal. It likely introduced many theoretical biochemists to some of the ideas of singular perturbation theory, which were not well known in the West at the time. It thereby answered the question implied by its title, i.e. it explained how the PSSA could be derived rigorously, and explained how the conditions for its validity could be explored in a systematic manner. It also left many open problems for its readers: How should the parameterization of the equations be chosen? Is there an analogous treatment that would give the PEA but wouldn’t lead to the mathematical problems encountered by HTA? And how do we generalize these ideas to more complex reactions and networks of reactions? The references on these problems cited in this perspective give a bit of an idea, incomplete though it may be, of the literature stimulated by HTA’s paper.

Heineken, Tsuchiya and Aris left us an ambitious paper that challenges its readers to think about the relationships between the structure of a set of equations, the values of the parameters appearing in these equations, and the consequent geometry of the solution. We know a great deal more about these relationships now than we did at the time they wrote their paper, but if we do, it is precisely because their paper pushed us to study these questions intensely. And yet, echoing a similar comment by Borghans, De Boer and Segel [68, p. 59],
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there is still much to learn, as evidenced by the ongoing interest in HTA’s classic paper.
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