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Abstract

In this thesis, we address the problem of opinion question generation. The motivation behind this task is to provide users with more question samples related to their query when using search engines. In our view, one of the datasets that is closest to peoples’ thoughts, informal and casual speech are Community Question Answering (CQA) forums, where one can post questions, and other users can answer them. Specifically, we perform experiments on the Amazon question/answer dataset.

Unlike the conventional approaches that have tackled the question generation problem with hand-crafted rules, our approach is entirely data-driven. We model our problem with the sequence to sequence approach using an encoder-decoder structure, which has shown significant improvement in different natural language processing research areas in recent years. Our model benefits from the attention mechanism, which assists the model in focusing on a specific part of the input sentence. Furthermore, we provide solutions to the following problems: repetition of words and generating outside of vocabulary tokens. We provide a detailed explanation of the performance of the system. Experimental results show an improvement in automatic evaluation metrics such as the BLEU score over the state-of-the-art question generation system.
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Chapter 1

Introduction

1.1 Motivation

Nowadays when people need to acquire more information about a topic, one of the most convenient ways that comes to mind is to use the Internet. The amount of data on the Internet is so significant that it is becoming one of the most popular sources of information. Tools that make the process of finding the information much more straightforward are the search engines such as Google, Bing or Yahoo. People can obtain answer to their questions in a second. With these technologies, the difficulty of going to a library, searching through books and spending significant amounts of time scanning them for a specific answer no longer exists.

When someone enters a query in a search engine, thousands of links for that specific query will be provided. However, some of those links might be close to the query but do not provide the exact required information that provide an answer. The second stage of finding the answer to a query is for the user to go through all those links and find the desired answer. The process can quickly become frustrating if the user did not enter a correct query and obtains many unwanted results. In addition, going through each of these links and searching for facts can be highly time-consuming. Therefore entering a correct, informative query is required to obtain the desired results. Suppose the user wants to know more detail about the Titanic movie. If they only enter “titanic” as the query, the search engine may bring up the movie’s trailer, cast members, and its filming location, or it might provide links regarding the real incident that happened in 1912, the number of casualties and
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so forth. The user might spend significant amounts of time browsing through these links, skipping the most interesting parts and at the end become disappointed for not finding the desired results. According to Hasan (2013), due to their forgetful nature, people sometimes can not state precisely what is on their mind and therefore, the results that they obtain might differ from their intention. One solution to this problem is to provide some sample questions associated with the user’s query. The user can either select one from those suggestions, or with the help of the suggestions, come up with a more exact query that is closer to their intentions. This is one of the primary motivations behind our question generation (QG) system; to suggest related sample questions to the users when they enter a query. In general, the goal of a question generation system is to produce a natural question given a sentence or a paragraph.

The majority of past studies on QG tackled this problem by preparing a set of hand-crafted, well-designed rules. They then transformed the input sentences into their syntactic representation and changed their declarative form to interrogative based on the mentioned rules. Our approach, on the other hand, does not involve any manually generated rules. Instead it is data-driven and requires at least 100k question/answer pairs as its input. For our approach, we need a dataset that is close to people’s thoughts and is not in a strict written English form. When someone thinks of a query usually what they enter is informal, and may even contain colloquial expressions. In our opinion, the closest dataset to the mentioned conditions can be found in question and answer communities. Yahoo! Answers\(^1\), Quora\(^2\), StackOverflow\(^3\) and StackExchange\(^4\) are some of the popular communities that some people might browse through every once in a while. In these websites, people can post their questions about various topics, and other users can answer them based on their experience and knowledge. For our task, we decided to use the Amazon question/answer dataset (Wan and McAuley, 2016), which is based on Amazon products, and includes

\(^1\)https://answers.yahoo.com
\(^2\)https://www.quora.com
\(^3\)https://stackoverflow.com
\(^4\)https://stackexchange.com
21 different product categories. Therefore, our model contains a wide variety. We name our system opinion question generation since it works with a community-based question answering system as its input.

QG systems can also help to provide robust input for other tasks in the natural language processing research areas, such as question answering and reading comprehension task. In the question answering problem, the goal is to find concise answers in natural language to questions and the reading comprehension task aims to answer specific questions given a passage. By forming well-designed questions, a QG system can improve the inputs and provide a through dataset for such systems, therefore, spur the research in these tasks.

In general, QG can be considered to be a task which affects many aspects of a people’s lives. Another considerable significance of QG is in its capability to improve one’s learning ability. In a classroom students usually ask questions to compensate for their lack of information. On the other hand, teachers might pose questions during a lecture to make students aware of their information deficits, to give hints on the discussed subject, or sometimes just to assess the students’ knowledge. Hence, a QG system can benefit teachers by facilitating their job and can be an aid to students during self-study.

Furthermore, medical chatbots which serve as intelligent health assistants and can ascertain someone’s disease by asking questions about their symptoms can be improved by using a QG system. Other intelligent assistants such as Siri, which is an intelligent personal assistant for Apple users, or Cortana for Microsoft users can use the questions from an automatic QG system as inputs to their models.

We present a sequence-to-sequence model using an encoder and an attention-based decoder for the task of opinion question generation at a sentence level. The goal of the system is to aid search engine users by providing suggestions related to their query. For achieving the best performance, we enrich the system with effective features and propose practical solutions to the common problems in sequence learning models.
1.2 Contributions

Our work contributes to the question generation research area in the following ways:

- We introduce the opinion question generation task for assisting search engines by providing more example to the users.

- For implementing the opinion question generation task, we utilize a community question answering system as one of the closest sources to people’s thoughts and questions. Specifically, we use Amazon question/answer dataset that consists of many categories.

- We benefit from the sequence-to-sequence approach by employing an encoder-decoder structure. In addition, attention mechanism is applied to further improve the model.

- We boost the performance of the system by incorporating coverage mechanism into our system. Many sequential models suffer from repetitive words in their output whereas our system prevents such repetition.

- We adopt input-feeding approach and address the problem of generating outside-of-vocabulary words.

1.3 Thesis Outline

The rest of this thesis is organized as follows.

Chapter 2: We demonstrate the intuition behind the approach we are adopting to address the question generation problem. This chapter also describes the background concepts necessary to understand the structure of our system.

Chapter 3: We provide a literature review on the previous proposed methods on question generation, followed by more recent studies that utilize sequence-to-sequence models. In addition, we briefly describe some of the research topics that employ an encoder-decoder framework in the natural language community.
Chapter 4: At the beginning of this chapter, we clarify the motivation behind our study as well as other work on this problem. We define the question generation task and describe our model as an encoder and attentional decoder. We highlight two issues that sequential models face: repetition of words and producing outside-of-vocabulary tokens. We propose effective solutions to resolve these problems. Furthermore, we explain the training and testing procedures.

Chapter 5: In this chapter, we provide an in-depth description of our dataset. We go through the detail in implementing the model. Additionally, we introduce the baseline system and describe all of the evaluation metrics that we use to compare our model to that system. Finally, we carry out a thorough explanation of the results.

Chapter 6: In the final chapter we conclude the thesis and suggest directions for future work in this research area.
Chapter 2

Background

2.1 Introduction

Deep learning models are used in numerous research areas in computer science. Researchers have contributed deep learning-related work studies in several areas such as natural language processing (Cho et al., 2014; Sutskever et al., 2014; Bahdanau et al., 2015; Tu et al., 2016; Sordoni et al., 2015; Serban et al., 2016a; See et al., 2017; Du et al., 2017; Du and Cardie, 2017; Vaswani et al., 2017; Song et al., 2017; Zhou et al., 2017), computer vision (Nishani and io, 2017; Krizhevsky et al., 2012; Jia et al., 2014; Girshick et al., 2014; Szegedy et al., 2015), speech recognition (Graves et al., 2013; Graves and Jaitly, 2014; Abdel-Hamid et al., 2014; Nguyen et al., 2015; Sánchez-Gutiérrez et al., 2014), and bioinformatics (Angermueller et al., 2016; Lee et al., 2016; Zhen et al., 2017). The successful results of such studies motivated us to follow similar procedures for our task. We are applying deep learning techniques to address the problem of generating natural questions from users’ reviews.

We first present a general understanding of the deep learning approach. We then go through the intuition behind deep neural networks and later expand this idea by describing more advanced models.

2.2 Deep Learning Outline

All the information regarding deep learning presented in this section is from (Goodfellow et al., 2016), which provides an introduction to several topics in deep learning tech-
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Over the past few years, with the advancement in different aspects of computer technologies, deep learning has made a vast improvement with providing better accuracy in complex applications. Availability of bigger size training data and enhancement in computer hardware and software like multi-core CPU/GPUs accelerated the growth of deep learning.

Deep learning is a technique in artificial intelligence which aids computers to learn from past experiences and conceive the world around them as a hierarchy of concepts. To elaborate, deep learning is a machine learning approach that simplifies working with data and provides flexibility and excellent power. However, unlike with basic machine learning techniques, there is no need for humans to describe all the required information for computers to perform a task. They can grasp all the necessary knowledge from past experiences.

For solving a lot of artificial intelligence problems, the usual routine is to extract some set of features and introduce them to a machine learning algorithm to optimize the weights on those features. Suppose we want to identify a person from characteristics of voices. This is referred to as a voice recognition task. One useful feature can be the size of person’s vocal tract which clarifies whether the speaker is a man, woman or a child. On the other hand, if we want to state whether a car exists in a picture or not, we can consider a wheel existence as one of our features. However, due to other existing noises, finding a wheel as some pixel values might not be an easy task. Hence, feature extraction can be challenging.

Additionally, for numerous problems, sometimes there is a need for a sophisticated, human-level understanding of the raw data. Suppose we want to develop a speech recognition system. Accent, intonation, and pronunciation in speech are all factors of variation which can affect the raw data and need to be distinguished, which can make the process of extracting the high-level and abstract features difficult. The resulting features might be incomplete and over-specified, and designing and validating them is a time-consuming
2.3. DEEP NEURAL NETWORK

Deep learning deals with these problems by developing more complicated concepts from the simpler ones. If we visualize the creation of these concepts on top of each other, it can be depicted as a deep graph with several layers. That is the reason behind the word *deep* in this method’s name.

The deep feedforward network or multi-layer perceptron (MLP) is a typical example of a deep learning model. MLP is a mathematical function that maps some input values to output values, and it consists of some other basic functions such as sigmoid and hyperbolic tangent function. MLP can be trained supervised (if we have labeled data) or unsupervised (if the input to the system is something like raw data).

### 2.3 Deep Neural Network

Many concepts and algorithms in deep learning were originally inspired by the functionality of the human brain and its learning process. Deep learning has been known by other names, such as artificial neural networks (ANNs) (Goodfellow et al., 2016).

The most common type of artificial neural network used in the majority of studies is a feed-forward neural network. The first layer in a feed-forward neural network is the input, and the last layer is the output. In between these layers are one or more hidden layers. Each layer consists of an arbitrary number of nodes. If the network has more than one hidden layer, it is called a *deep* neural network. According to Bengio (2009), representing some functions with a deep, hierarchical network can be more efficient compared to a shallow (one hidden layer) model. Delalleau and Bengio (2011) show this in practice by comparing a sum-product network in a deep network versus a shallow one. A basic feed-forward neural network is shown in Figure 2.1.

A node’s responsibility in a neural network is to perform an operation, which involves multiplying some inputs with some coefficients or weights to increase or decrease the importance of that node. For instance, suppose we wish to assign labels to a set of images that
state whether each is a picture of a car or not. The general goal in this example would be how to manipulate the weight of each input to decrease the error of classification.

Following explanations regarding the detailed structure of neural networks are from (Socher, 2014). Figure 2.2 illustrates the structure of a single node. It is a computational unit which consists of three inputs; a bias $b$, an activation function, and one output. If each input is an $n$-dimensional vector $x \in \mathbb{R}^n$, the output is calculated as follows:

$$a = f(w^T x + b).$$

Here, $f$ is the activation function, defined as the hyperbolic tangent function in the example provided by (Socher, 2014):

$$f(x) = \tanh(x) = \frac{1 - e^{-2x}}{1 + e^{-2x}}.$$  

The nodes in a neural network can be placed next to each other and on top of each other.
For a single node, Equation 2.1 becomes $a_i = f(W_i x + b_i)$, where $W_i \in \mathbb{R}^n$ is the weight vector and shows how important the input $x$ is and $b_i$ is the bias. For simplicity, we can write this formulation for $m$ nodes which are placed next to each other (stacked horizontally) in matrix notation (Socher, 2014):

$$z = Wx + b$$

$$a = f(z).$$

Here, $w \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and $f$ operates element-wise:

$$f(z) = f([z_1, z_2, \ldots, z_m]) = [f(z_1), f(z_2), \ldots, f(z_m)].$$

If additional layers are added, the notation changes as in Equations 2.2. The superscripts denote the layer number (Socher, 2014).

$$z^{(2)} = W^{(1)} x + b^{(1)}$$

$$a^{(2)} = f(z^{(2)})$$

$$z^{(3)} = W^{(2)} a^{(2)} + b^{(2)}$$

$$a^{(3)} = f(z^{(3)})$$

$$\vdots$$

$$z^{(l+1)} = W^{(l)} a^{(l)} + b^{(l)}$$

$$a^{(l+1)} = f(z^{(l+1)}).$$

The last layer is then given to the output layer which in our case is a softmax function. The softmax function maps the input to a value between 0 to 1 such that the sum of all values will be equal to one.
2.4 Word Embedding

Suppose we have a vocabulary of five words: \{python, java, ruby, car, vehicle\}. In many traditional NLP tasks, a concept called one-hot vector is used to represent words (Olah, 2014). Values in one-hot vectors are zeros or ones, and the vector size is equal to the number of words in the vocabulary. Thus, in the above example each word vector has a dimension of five and a single 1 at its index location:

\[
\begin{align*}
\text{python} &= [1, 0, 0, 0, 0] \\
\text{ruby} &= [0, 0, 1, 0, 0].
\end{align*}
\]

The problem with this representation is finding a similarity between words. If we calculate the dot product of these words, the results will be zero, which gives us no useful information and the model cannot comprehend the similarity between ruby, java and python. In addition, if the number of words in the vocabulary increases, the dimension of the one-hot vectors will be so high and working with a huge vocabulary will be difficult.

For calculating the similarities between words, we need further information. Instead of this simple method, Bengio et al. (2003) introduced an approach to learn word vector representation for predicting a word in a sentence.

According to (Olah, 2014), word embedding is a function which maps each word in a vocabulary to a high dimensional vector: \( W : words \rightarrow \mathbb{R}^n \). For instance,

\[
W(\text{home}) = (-0.09, 0.16, 0.73, -0.37, -0.07, 0.76, \ldots).
\]

\( W \) can be parameterized by a matrix. Specifically, each row of the matrix represents a word, and its corresponding vector with a particular dimension will be placed in the matching column. It can be thought of as a look-up table where each word is assigned to a vector within the table. In the beginning, \( W \) is initialized with random vectors for each word.

The intuition behind word embedding is measuring the similarities between words. Specifically, if two words are close in meaning, their word embedding will be similar to
2.4. WORD EMBEDDING

Figure 2.3: Visualization of vector offsets in gender relations as well as singular/plural relations (Mikolov et al., 2013c).

Each other. For instance, consider the sentences “Lions live in the forest” and “Lions live in the jungle”. The word embedding of forest and jungle should be close to each other. In addition, when there is a specific relationship between some words, there is a constant offset between their vector differences (Mikolov et al., 2013c). Consider the example below:

\[ W(\text{“man”}) - W(\text{“woman”}) \approx W(\text{“king”}) - W(\text{“queen”}) \approx W(\text{“nephew”}) - W(\text{“niece”}) \]

The male/female relation will remain the same in these pairs, and the word embedding consistently deals with the gender relationship (Olah, 2014). The same concept exists for syntactic relations as well. Singular/plural relations as well as gender relations are shown in figure 2.3.

In natural language processing, one can assign random vectors to the words in the vocabulary for constructing the word embedding and tune those weights during training or use pre-trained word embedding. In the latter case, the word vectors are obtained from a model trained on a large corpus with billions of words. For instance, the Google pre-trained word2vec model\(^5\) (Mikolov et al., 2013a,b) is trained on part of the Google news dataset that contains 100 billion words. The vectors are 300-dimensional and include 3 million words and phrases. Word2vec maps the words in the vocabulary to a vector representation where similar words have closer representation. Another example is Glove word embed-

\(^5\)https://code.google.com/archive/p/word2vec/
2.5 Recurrent Neural Network

Consider the process of learning a complicated math problem. One does not all of a sudden understand the final answer. They have to go through the solution step by step. In order to learn the second step, they need the information that they have already understood from the previous steps. Traditional neural networks fail to simulate these kinds of sequential processes. They only consider the current input that is fed to them.

Recurrent neural networks or RNNs are used to deal with sequential data such as text sequences, speech, or videos, where the output is dependent on previous inputs (Olah, 2015). They have shown promising results in machine translation, document summarization, question answering, image caption generation and language modeling (Olah, 2015). RNNs have a loop inside their architecture which acts as a memory of what has been computed until this time step. The architecture of the recurrent neural network is shown in Figure 2.4.

At each time step, the input word \( x_t \) and previous hidden state \( h_{t-1} \) are fed to the RNN. \( x_t \) is the word embedding of the input at time step \( t \). The current hidden state is calculated
as follows:

\[ h_t = f(x_t, h_{t-1}), \quad (2.3) \]

where \( f \) is a nonlinear function. We elaborate on \( f \) in section 2.5.2.

### 2.5.1 Long-Term Dependencies Problem

We present the long-term dependencies problem with an example from Olah (2015). Consider the problem of language modeling. Given the sentence, “Lions live in the . . .”, we want to predict the next word in the sentence. In this example, we do not need any further information. According to the word lions and live we can suggest words such as jungle, forest or circus. In this case, the distance between the required word and its relevant information in the sentence is not long. Therefore, learning this amount of information is not hard for the RNN.

On the contrary, consider this sentence: “Sarah is from Italy, and she grew up in there, she speaks fluent . . .”. The final word should be a name of a language; however, we have to go back in the sentence to get more information in order to predict the language. Here, the gap between the required word and the relevant information Italy is long. The longer the gap, the harder it is for the RNN to connect the information.

### 2.5.2 LSTM Networks

To address the problem of long-term dependencies, Long Short-Term Memory or LSTM networks have been introduced by Hochreiter and Schmidhuber (1997). LSTM networks are a special type of RNN that can store the knowledge they have been exposed to for an extended period of time using gates that will be explained later in this subsection. LSTM differs from traditional RNNs by having memory cells \( c_t \) in their hidden layer. Figure 2.5 from (Graves, 2013) demonstrates the structure of a single LSTM memory cell.

We can employ a LSTM unit for the function \( f \) mentioned in section 2.5. The activation of LSTM unit at time step \( t \) can be calculated through the following equations:
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Figure 2.5: Long Short-Term Memory cell structure (Graves, 2013).

\[ i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \]  \hspace{1cm} (2.4) \\
\[ f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f) \]  \hspace{1cm} (2.5) \\
\[ c_t = f_tc_{t-1} + i_ttanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \]  \hspace{1cm} (2.6) \\
\[ o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o) \]  \hspace{1cm} (2.7) \\
\[ h_t = o_ttanh(c_t). \]  \hspace{1cm} (2.8)

For each unit, \( \sigma \) denotes the logistic sigmoid function and \( i_t, o_t, f_t \) and \( c_t \) represent an input gate, an output gate, a forget gate and a cell memory respectively. \( W \) is the weight matrix which is different according to the subscripts in each equation. For instance, \( W_{xf} \) indicates input-forget gate weight matrix and \( b \) is the bias term (Graves, 2013).

Intuitively, in Equation 2.7, the output gate filters the cell memory and calculates the output accordingly. The forget gate in Equation 2.5 is responsible for deciding what information should be kept and which ones should be disregarded. In Equation 2.6, the cell memory utilizes this information and updates itself by forgetting unnecessary data and
adding new memory content \( \text{tanh}(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \). Finally, the input gate in Equation 2.4 is responsible for deciding the amount of new memory content that will be added to the memory cell (Chung et al., 2014).

2.5.3 GRU Networks

A Gated Recurrent Unit (GRU) network is another type of RNN that has been introduced by Cho et al. (2014) to solve the long-term dependencies problem. These networks are motivated by the LSTM unit; however, their architecture is simpler. GRUs do not use a memory cell. They combine the input and forget gates into a single update gate \( z \) which is responsible for deciding how much of the previous memory should be kept. GRUs also use another gate called the reset gate \( r \) which decides how the new input and the past memory should be combined. The hidden state of the GRU at time \( t \) is calculated as follows:

\[
\begin{align*}
    h_t &= (1 - z_t)h_{t-1} + z_t s_t \\
    z_t &= \sigma(W_z x_t + U_z h_{t-1}) \\
    s_t &= \tanh(W_s x_t + U_s (r_t \odot h_{t-1})) \\
    r_t &= \sigma(W_r x_t + U_r h_{t-1}).
\end{align*}
\]

In the above equations, \( \odot \) is element-wise multiplication and \( W_z, U_z, W_r, U_r, W_s \) and \( U_s \) are weight matrices which are learned.

2.5.4 Bidirectional Recurrent Neural Network

Consider the problem of predicting a missing word in a sentence. To choose a viable option, an understanding of the words that are placed before and after the missing word is required. In other words, the output of the problem depends both on the former and future elements. For modeling such structures, Bidirectional Recurrent Neural Networks (Schuster et al., 1997) can be utilized. Bidirectional RNNs are two different RNNs that are
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Figure 2.6: Unfolded structure of a bidirectional recurrent neural network (BRNN) for three time steps.

stacked on top of each other (Britz, 2015). One processes the sentence from left to right, and the other one performs the same task from right to left. The output depends on the hidden states of both RNNs. In our thesis work, we concatenate the outputs of the forward hidden states (from left to right) \( \overrightarrow{b_j} \) and backward hidden states (from right to left) \( \overleftarrow{b_j} \), namely, \( b_j = [\overrightarrow{b_j}; \overleftarrow{b_j}] \) for input token \( j \). Figure 2.6 illustrates the hidden states of the forward RNN and the backward RNN on top of each other for three time steps.

2.5.5 Stacked RNNs

To improve the power of a neural network model, we can increase the number of networks by stacking them on top of each other. In other words, we can stack multiple RNN, LSTM, GRU or any other neural network on top of each other. Consider the stacked RNN illustrated in Figure 2.7. Here, the outputs of each layer are fed to the next layer as its inputs. Specifically, the formulation at time step \( t \) is changed as follows:

\[
\begin{align*}
    h_{1,t} &= RNN_1(x_t, h_{1,t-1}) \\
    h_{2,t} &= RNN_2(h_{1,t}, h_{2,t-1}) \\
    \vdots \\
    h_{l,t} &= RNN_l(h_{l-1,t}, h_{l,t-1}).
\end{align*}
\]
2.6 Sequence to Sequence Learning

One of the limitations of deep neural networks is that their input and output must be a vector of fixed dimensionality. In many natural language processing problems, the length of the sentences is not known beforehand. Machine translation, speech recognition, question answering and generation are all examples of tasks with sequential data where a sequence of input words is mapped to a sequence of output words. Thus, there is a necessity of a standard technique to deal with these problems (Sutskever et al., 2014). For instance, in machine translation tasks, the goal is to map a sequence of words from the source language to its corresponding translation which is a sequence of words in the target language. The important point is that the source and target sentences are not the same length. To solve this issue, Sutskever et al. (2014) proposed a sequence to sequence learning model where two recurrent neural networks are used to process the input and output. The general structure of such a model is illustrated in Figure 2.8.

The model reads an input sentence “ABC”, and it generates the output sentence “WXYZ”. Clearly, the length of these two sentences is not the same. After the special end-of-sentence
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Figure 2.8: Sequence to sequence model where the length of the input and output sequences are different.

token “<EOS>” is produced, the model stops making predictions (Sutskever et al., 2014).

2.6.1 Encoder-Decoder Model

To implement the sequence to sequence learning approach, Cho et al. (2014) proposed the encoder-decoder model. This method also exploits two different recurrent neural networks to process the data, namely the encoder and the decoder (Cho et al., 2014). The encoder and decoder can be a RNN, a LSTM or a GRU. This model encodes the input sequence into a vector with fixed length and decodes a vector into a sequence of variable length.

The entire model is then trained to maximize the probability of a proper output according to the problem, given the input sentence. This output can be a reasonable question given a sentence in the question generation task, the correct translation in the neural machine translation task or the summary of a document given the entire input text in the text summarization problem. From a probabilistic perspective, the goal of the problem is to find the output sentence $y$ such that the conditional probability of $y$ given the input sentence $x$ is maximized:

$$\arg\max_y p(y|x).$$ (2.9)
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Encoder

The encoder is responsible for reading the input sentence sequentially via a RNN. Hence, the hidden states of the model change according to Equation (2.3) on page 13. $f$ is a nonlinear activation function. It can be either a simple function such as logistic sigmoid function or a more advanced one such as a LSTM or a GRU. Encoding the input continues until the RNN reaches the “<EOS>” token. Then the vector $c$ is generated from the hidden states by a non-linear function $q$ (Bahdanau et al., 2015), which represents a summary of the source sentences. We elaborate on vector $c$ in section 2.7. $T_x$ denotes the length of the input sequence $X = (x_1, \ldots, x_{T_x})$,

$$c = q(\{h_1, \ldots, h_{T_x}\}) = h_{T_x}.$$
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Decoder

The decoder is another RNN which is trained to produce outputs according to the previous hidden states and outputs, as well as the summary vector $c$. Thus, the hidden states of the decoder change according to the following equation at time step $t$:

$$s_t = f(s_{t-1}, y_{t-1}, c_t),$$

where $s_{t-1}$ is the previous hidden state. Figure 2.9 shows the general structure of the encoder-decoder model. The decoder decomposes the conditional probabilities in Equation 2.9 into ordered conditionals:

$$p(y|x) = \prod_{t=1}^{T} p(y_t|y_{t-1}, \ldots, y_1, x).$$

Additionally, the conditional probability of the next output is computed as below where $g$ is an activation function, and the outputs it produces must be normalized and in valid range. The Softmax function can be applied for this purpose (Bishop, 2006):

$$p(y_t|y_{t-1}, \ldots, y_1, x) = g(s_t, y_{t-1}, c_t)$$

2.7 Attention Mechanism

One of the problems of the encoder-decoder structure is the need to define a fixed-length vector to store all the input sentence information. When the length of the input sentences increases handling these vectors will become harder. Specifically, Cho et al. (2014) showed that increasing the length of the input sentence affects the performance of their encoder-decoder model. Therefore, it can be difficult for the model to generate a reasonable output for longer input sentences (Bahdanau et al., 2015).

To address this problem, Bahdanau et al. (2015) introduced a model for neural machine translation task that does not limit the inputs to fixed-length vectors. Their model jointly
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aligns and translate sentences. It encodes the input sentences into a set of vectors. During the decoding stage, it searches through these vectors to find the best positions that contain the most relevant information. A context vector is then generated according to these locations, and the model predicts the next word based on the context vectors and former generated words. As described in the section 2.6.1, the context vector \( c \) contains a summary of input sentences which generated by the encoder and is dependent on the hidden states of the encoder. The hidden state \( h_i \) of the encoder contains information about the entire input sentence with a focus on the words around the \( i^{th} \) entry. The context vector \( c_i \) is calculated as a weighted sum of encoder hidden states \( h_i \):

\[
c_i = \sum_{j=1}^{T_x} \alpha_{ij} h_j.
\]

(2.10)

The weight \( \alpha_{i,j} \) of each hidden state \( h_j \) is calculated as follows:

\[
\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{T_x} \exp(e_{ik})}
\]

(2.11)

where \( e_{ij} \) is an alignment model, which measures how much the inputs at position \( j \) and the output around position \( i \) are matched. It is computed as:

\[
e_{ij} = a(s_{i-1}, h_j).
\]

(2.12)

The alignment model \( a \) is a feedforward neural network. It is trained jointly with all the other model parameters. In addition, \( e_{ij} \) establishes a mechanism of attention in the decoder (i.e., it assists the decoder in deciding which parts of input sentence to pay attention to.) Therefore, there is no need for the encoder to compress all of the required information into a fixed-length vector. Figure 2.10 illustrates the attention model from (Bahdanau et al., 2015).

Luong et al. (2015) extended this solution and introduced local and global attention. In global attention, the decoder pays attention to all source words, while in local attention, it
2.8 Training and Inference

After defining the details of the model, it must be trained on a large dataset. To train the encoder-decoder model, we need an objective. Consider a training corpus of input and output pairs: \( S = \{(x_i, y_i)\}_{i=1}^{\vert S \vert} \) where \( X = (x_1, x_2, \ldots, x_N) \) is the input and \( Y = (y_1, y_2, \ldots, y_M) \) is the output. The training goal is to jointly train the encoder and decoder to minimize the negative log-likelihood of the training data concerning all the model parameters denoted by \( \theta \):

\[
J_t = -\sum_{i=1}^{\vert S \vert} \log p(y_i | x_i; \theta).
\]

After training the parameters of the model, the decoder can generate predictions for new inputs. It performs inference by utilizing a beam search to maximize the conditional probability in Equation 2.9 on page 19. In the following sections, we first describe the greedy search which is the most basic approach to the inference problem before describing...
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Figure 2.11: An example of inference with greedy decoding for English-to-French machine translation (Luong, 2016).

the beam search as the standard technique.

2.8.1 Greedy Search

As discussed before, the objective of the inference is to find the target sentence $Y$ that maximizes the conditional probability $p(Y/X)$. The primary solution to find each target word $y_i$ is to apply a greedy search, where $p(y_i|x_i)$ is calculated, and the word with the highest probability is selected as the next target word. Consider Figure 2.11 for the English-to-French machine translation task (Luong, 2016). In the first decoding step, *elle* has the highest translation probability, and it is selected as the input for the next time step. The process continues until the end-of-sentence token (“<eos>” in this example) is produced. The problem with greedy decoding is that it only finds the locally optimal solution and only generates one sample. Therefore, we can not choose from several samples.
2.8.2 Beam Search

To address the problem of local optimum, many researchers have applied beam search (Sutskever et al., 2014; Cho et al., 2014; Bahdanau et al., 2015). Unlike greedy decoding, which only keeps one best hypothesis during the decoding, beam search keeps $B > 1$ hypotheses or beams and picks the best one based on a scoring function. We call this $B$ the beam size. The beam search utilizes breadth-first search for building its search tree. In addition, it generates multiple samples which we can choose from. The beam search continues until it produces “EOS” token or reaches the maximum length of the sequence. Figure 2.12 visualizes the beam search representation partially with beam size 5 along with the score of each node. The token “"</s>"” represents the end-of-sentence in this example.

Figure 2.12: Beam search representation with size 5.
2.9 Summary

In this chapter we reviewed the background required for understanding our question generation system. We first represented the general intuition behind the deep learning research area. We then described the main ideas regarding deep neural networks and introduced different types of neural networks such as RNN and LSTM, as well as different structures such as Bidirectional and stacked RNNs. We explained the word embedding and elaborated on sequence-to-sequence learning with an encoder-decoder structure. We demonstrated the attention mechanism and presented the training and inference procedures. In chapter 4 we will explain our proposed system in detail.
Chapter 3

Literature Review

3.1 Introduction

In general, methods for addressing the question generation (QG) problem fall into four different categories: syntax-based (Heilman and Smith, 2009; Wyse and Piwek, 2009), semantic-based (Sag and Flickinger, 2008), template-based (Chen et al., 2009) and end-to-end sequence-to-sequence learning models (Du et al., 2017; Yuan et al., 2017). Syntax-based approaches are more promising for short sentences but do not always guarantee grammatical correctness (Yao and Zhang 2010). Semantic-based methods employ target identification techniques such as semantic role labeling (Lindberg et al. 2013), while template-based approaches are more efficient in specific-purpose domains where human resources are usually needed to create robust templates (Yao and Zhang 2010). However, sequence-to-sequence learning approaches for solving the question generation problem do not rely on hand-crafted rules. These methods are not dependent on well-designed human-generated rules, which transform declarative sentences to interrogative ones (Du et al., 2017).

In the following section, different techniques for solving the question generation problem will be discussed. Motivations behind this task include facilitating the learning process for students, a boost in the performance of question answering systems, and aid for search engines. These are explained later in the chapter.
3.2 Traditional Approaches in the Question Generation Problem

Over the past few years, the question generation task has received tremendous attention from the natural language processing community, especially after The First Question Generation Shared Task Evaluation Challenge (Rus et al. 2010). This challenge consists of two parts: the first part is question generation from paragraphs and the second part, which received more interest, is question generation from single sentences.

As a follow up to this task, many researchers developed different techniques to address these problems. For the second task, Ali et al. (2010) developed a system that first converts the complex input text into a few simple sentences, and classifies each sentence for the proper type of question according to subject, verb, object, and preposition of the sentences. They did not utilize semantic information in their work.

There are several methods that address the question generation problem. Mitkov and Ha (2003) succeed in producing multiple-choice questions from electronic educational documents in addition to generating semantically related distractors. They made use of a corpus and WordNet as well as a shallow parser, automatic term extraction, and word sense disambiguation. For simplicity, they generate questions from declarative sentences by applying transformational rules to them.

In another study, researchers studied the vocabulary assessment problem. These tests are mostly time-consuming processes that consist of hand-written development and can be dealt with subjectively (Brown et al. 2005). Brown et al. (2005) developed a system that automatically generates vocabulary assessment questions. These questions are of 6 types and can have various forms, such as wordbank or multiple-choice. They also validate the correctness of generated questions.

Wang et al. (2007) utilized templates that had been trained on medical articles to automatically generate questions for the assessment of a person’s understanding of reading material. The generated questions are factual and might not be so informative since they only use one sentence for the question generation.
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Chen et al. (2009) expanded their previous work on automatic question generation from a narrative text (Mostow and Chen 2009), which then can be used for creating modeling and applying instructions. In their later work (Chen et al. 2009), the primary focus is on generalizing the former technique on informational texts to assist children in grades 1-3 with a better comprehension of informational texts.

One of the syntax-based methods for the QG problem was the work carried out by Kalady et al. (2010), which utilized keyword modeling. They produced factoid and definitional questions by applying named entity recognition, parse tree and identification of main phrases in a document (U-Keys). Consequently, they generated both yes/no and wh-questions.

Liu et al. (2010) developed a system to automatically generate trigger questions in support for students’ writing literature reviews. In their procedure, first, the citations and core content elements are extracted from the students’ writing. Later, by employing rule-based techniques, they classify the citations and generate questions according to a set of templates.

Piwek and Stoyanchev (2010) worked on the CODA project, which concentrates on the automation of dialogue generation from a monologue. Their focus was mainly on question generation as a part of dialogue generation for a better representation of educational documents.

Another study that took advantage of a template-based approach was done by Heilman and Smith (2010b). Their technique is to overgenerate questions and then rank them. To transform declarative sentences into questions, they produced some hand-written rules to perform a syntactic transformation of those sentences. Furthermore, they used a logistic regression model for the purpose of ranking. In another work, Heilman and Smith (2010a) addressed the QG problem on factual information in syntactically complex reading materials. In this strategy, they proposed an algorithm to extract simple, accurate factual statements from the semantic and syntactic point of view. They demonstrated that their system is more practical for factual question generation than a standard text compression algorithm.
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Other some researchers worked in the area of cloze question (gap-fill question) generation. Their task includes generating gap-fill questions and providing one correct answer and three different distractors. Agarwal and Mannem (2011) achieved this task with the help of syntactical and lexical features. By using summarization techniques, they first find the informative sentences from the content and then choose the appropriate key to ask about. Finally, they pick a distractor according to its similarity to the key. Kumar et al. (2015) addressed the same problem. For the sentence selection stage, with the help of topic distributions gained from a topic model, they proposed a sentence ranking technique. For the gap selection phase, they utilized human annotations to train a classifier that predicts the relevance of gaps. Finally, to find relevant distractors, they applied the word2vec language model probabilities and the Dice Coefficient.

Agarwal et al. (2011) approached the QG problem by using discourse cues. Their technique consists of two parts: content selection and question formation. In the first part, they look for a proper sentence in the text to ask a question about, which in the second part they examine the sense of discourse connectives to select the suitable question type. In the end, they employ syntactic transformation to generate the final question.

Zheng et al. (2011) proposed a system that converts keywords into questions (K2Q). It takes both query history and user feedback into consideration. K2Q generates a set of candidate questions as well as a list of refinement words. The user either choose a preferable question or a refinement word. Then, the system generates another set of candidate questions along with refinement words until the user finds the desirable question or quits.

Becker et al. (2012) focus was on generating quiz questions that use online documents for self-motivated learners to learn about new areas. Their major challenge was finding a suitable part of a sentence to ask about, which is called a gap selection. Their study shows that all semantic roles can be good candidates for these gaps. They successfully produced a cloze (fill-in-the-blank) question generator.

One of the applications of question generation is engaging readers when reading a news
article. By presenting different questions in an article, a reader tries to answer those questions and therefore, focuses more on that topic. Rokhlenko and Szpektor (2013) developed a system to generate comparable questions in news articles. Their algorithm consists of an offline and an online part. In the offline step, a database of similar question templates will be created, while in the online part, the algorithm will pick a relative template according to the article content. Finally, the algorithm fills the template with the article entities in a way that the comparison between the entities seems logical.

Lindberg et al. (2013) employed a template-based approach while taking advantage of semantic information to generate natural language questions for online learning support. Mazidi and Nielsen (2014) also applied a semantic approach to create questions of different types and depths that can be used for self-studying or tutoring. Specifically, they used semantic role labels to create both questions and answers of a given text. Finally, they depicted three linguistic challenges: negation detection, coreference resolution, and verb forms. Another semantic-based approach was proposed by Yao and Zhang (2010). The primary idea behind their system is a Minimal Recursion Semantics (MRS) transfer. The first part of their strategy is MRS decomposition of complex sentences into smaller parts. Next, they map the semantic representation from declarative sentences into interrogative ones and generate questions according to a linguistically deep English grammar.

Labutov et al. (2015) developed a system which generates questions without having a detailed semantic information of the text. The primary idea behind their work is benefiting from a low-dimensional ontology for document segments. They then crowdsourced a set of promising question templates that are matched with that representation. These templates can be reused in many documents. Finally, they rank the results based on their relevance to the original input.

Chali and Hasan (2015) generated questions from a topic of interest by utilizing named entity information and the predicate argument structures of a body of texts associated with that topic. They applied Latent Dirichlet Allocation to calculate the importance of the
generated questions. To achieve this, they identified the subtopics in the texts and measured their similarity with the questions by employing an Extended String Subsequence Kernel. To evaluate the syntactic correctness of the generated questions automatically, they applied syntactic tree kernels. Finally, they ranked the questions by considering both their syntactic correctness and their importance.

Chali and Golestanirad (2016) proposed a system that automatically generates comprehensive questions from paragraphs considering that each body of text is related to a topic of interest. They designed 265 templates and 350 rules to generate questions. They assessed the generated questions from the grammatical point of view using tree kernel functions. To measure the importance of the generated questions, they ranked the questions using community-based question answering systems.

3.3 End-to-End Sequence-to-Sequence Learning Models

With the successful results of deep learning approaches in several natural language processing tasks, many recent studies have been performed to take advantage of these techniques. It has shown promising results in machine translation (Cho et al., 2014; Tu et al., 2016), text summarization (See et al., 2017; Rush et al., 2015), question answering (Song et al., 2017), and reading comprehension (Nguyen et al., 2016).

A recent work on the question generation task, which uses Neural Network concepts was done by Serban et al. (2016a). They address this problem, by converting knowledge graph facts into questions. As a result, they created a factoid question-answer corpus by using a Recurrent Neural Network architecture and demonstrated that their system outperforms the proposed template-based baseline.

There has been considerable work on the integration of the natural language and computer vision communities over the past few years. Image caption generation, video transcription and answering questions regarding an image can be named as some of the examples. Additionally, Mostafazadeh et al. (2016) introduced the visual question generation
task where the goal of the system is to create a question given an image.

Question generation can also be combined with its complementary task, Question Answering (QA) for further improvement. Tang et al. (2017) consider QG and QA as dual tasks and train their relative models simultaneously. Their training framework takes advantage of the probabilistic correlation between the two tasks.

Song et al. (2017) also proposed a model for both the QG and the QA problems. They applied an attention-based encoder-decoder model, which is dependent on the target answer, and takes both the passage and the target answer as its inputs. It then performs query understanding to capture more relations between the target answer and the passage. They also utilized a policy gradient learning algorithm to address the bias exposure problem during training and used copy and coverage mechanisms on the decoder.

Zhou et al. (2017) also used an attentional encoder-decoder framework which takes the answer position in the input sentence and lexical features as well as the passage as the inputs to the encoder. The lexical features that they applied are the part-of-speech (POS) and named entity (NER) tags.

One of the latest studies on question generation comes from by Du et al. (2017). They study the reading comprehension problem, which consists of question generation from both sentences and paragraphs. They adopt an attention-based sequence learning model. They later developed another model by improving the input data. Specifically, in (Du and Cardie, 2017) they present an approach to identify question-worthy sentences given a paragraph, and use those sentences as input for their former question generation model. For this task, they employed a hierarchical neural sentence labeling model and applied both sum and convolution operations for the encoding.

Another recent work is by Yuan et al. (2017). They generate questions from documents using supervised and reinforcement learning. Specifically, they apply policy gradient techniques to fine-tune their model and maximize the rewards used for measuring the quality of generated questions. The motivation behind their question generation system is improving
the performance of question answering systems.

3.4 Other Problems Motivated by Encoder-Decoder Model

There are other tasks in natural language processing for which their solutions can be a motivation for addressing the question generation problem. One of them is the work carried out by Sordoni et al. (2015). The problem they address is query suggestion, which is a generation task that produces a contextual suggestion close to the user query when searching online. With a neural network perspective, we can map the QG problem to this task; that is, generating a specific text (question) according to the input sentence (answer).

Sordoni et al. (2015) trained a hierarchical neural network model, which takes two similar queries as its inputs and samples a new query. Their method considers previous queries and their order while trying to avoid data sparsity. It also takes rare queries into account. In addition, they produce the proper query suggestions one word at a time and show that their technique outperforms other methods in this task.

Following this work, Serban et al. (2016b) applied the same generative hierarchical neural network model to the challenging task of dialogue response generation. Their work focuses on the non-goal-driven dialogue systems like language learning tools or computer game characters. Their method can be applied to a variety of sequential generation tasks, such as the QG problem. To improve the learning procedure, they pretrained the model on a larger question-answer pair corpus. The final results demonstrate a better performance on the dialogue generation task as compared to n-gram based and baseline neural network models. Serban et al. (2016c) extend the previous work by augmenting latent stochastic variables to their model. A Latent variable hierarchical recurrent encoder-decoder (VHRED) model showed the ability to generate long, diverse utterances with better quality compared to former models. The authors trained this model by maximizing a variational lower-bound on the log-likelihood.

In addition to the above mentioned works, there are several studies in the areas of neural
machine translation (Sutskever et al., 2014; Bahdanau et al., 2015), text summarization (Rus et al., 2010; Iyer et al., 2016), image caption generation (Xu et al., 2015; Karpathy and Fei-Fei, 2017) and question answering (Rajpurkar et al., 2016; Nguyen et al., 2016; Yin et al., 2016) that apply sequence learning models.

3.5 Summary

In this chapter we reviewed the studies on traditional approaches that have been applied to the QG problem such as syntactic-based, semantic-based, and template-based methods. In addition, we presented works that used sequence-to-sequence learning models and finally, we described some other tasks in natural language processing that utilize the same techniques. In the next chapter we explain our proposed system in detail.
Chapter 4

Question Generation Problem

4.1 Motivation

One of the many unconscious activities that people engage in their everyday life is trying to deduce and make decisions by asking questions and answering them in their minds. Sometimes, they have sufficient knowledge to answer their needs, but it frequently happens that their lack of information makes them seek external help. There are many resources that people can acquire information from. One of the sources that play a significant role in today's world is the search engines. However, previous studies have shown that people are forgetful in nature and they may not be able to express their intention exactly as it crosses their minds (Hasan, 2013). Consequently, they may not receive the desired results based on the queries they provide. This is one of the motivations behind a question generation system. The goal of a Question Generation (QG) system is to create natural questions given a sentence. Such system can suggest a couple of question samples based on the query that the user enters. Generally what people enter as their query is their informal speech that may not follow the correct grammatical structure. This was the motivation behind the development of a question generation system for such data. For this purpose, we decided to utilize community-based question answering (CQA) systems. In our opinion, these systems are the closest with respect to the structure to what people enter as their query. To elaborate, a community-based question answering system is a platform where people post their questions, and other users can answer them. These services are becoming a useful knowledge source that are rich in insights, expertise and interactions (Blooma and
We utilize the answers that people post on the CQA system as an input to our model; hence, proposing an **opinion question generation system**. The generated questions can be used later as suggested samples to users when entering their queries.

There are additional motives for developing a question generation system. One of the most primary reasons is the significance of such systems in the learning process. According to (Graesser and Person, 1994), question generation plays a prominent role in cognitive processes which operate at deep conceptual levels; namely, learning of complicated material, problem-solving, text and social action comprehension, and creativity. By asking good questions, students can improve their learning, perception, and memory of the complex material. It also helps students realize their knowledge deficits and encourage them to look for more information to compensate for those deficits. Boosting learning ability has been a motivation behind a lot of question generation systems (Chen et al., 2009; Liu et al., 2010; Becker et al., 2012; Lindberg et al., 2013; Mazidi and Nielsen, 2014).

One of the other benefits of a question generation system is its ability to make advancement in other research areas of natural language processing community, such as question answering and reading comprehension. In the reading comprehension task, given a passage, the goal is to answer some questions related to the information of that passage. A question generation system can provide a robust input for this task. The same concept exists in question answering task as well. This has been a motivation behind research carried out by (Serban et al., 2016a; Yang et al., 2017; Rajpurkar et al., 2016; Nguyen et al., 2016).

QG has also been used as a strategy for engaging users when reading news articles (Rokhlenko and Szpektor, 2013). Presenting an irresistible question, which can stir up a person’s emotion would definitely make them keep reading the article. In our work, we propose a sequence to sequence model that use a coverage mechanism as a boost to an attention mechanism for addressing the question generation problem in sentence level, which we explain in next sections. In this chapter, we are going to present all the necessary details respecting our question generation system.
4.2 Task Definition

In this section, we define the question generation task. Our work is inspired by neural machine translation, which is one of the most important topics in the field of natural language processing (Neubig, 2017). Generally, our task is translating an answer sentence into its related questions.

Given an answer sentence $A = (a_1, a_2, ..., a_N)$ where $a_i$ is a token and $N$ is the maximum length of the answer, we are going to generate a natural question $Q = (q_1, q_2, ..., q_M)$ with the length $M$, which has its answer embedded in $A$. Our goal is to find $Q$ such that the conditional probability $p(Q|A)$ is maximixed. Specifically, we are going to model $p(Q|A)$ as a product of word predictions:

$$p(Q|A) = \prod_{t=1}^{M} p(q_t|q_{1:t-1}, A)$$

This indicates that the probability of each $q_t$ relies on the previously generated words and the input sentence $A$.

4.3 Model Structure

For modeling $p(Q|A)$, we use the encoder-decoder architecture (Cho et al., 2014) where there are two recurrent neural networks: the encoder, which reads the input sequence one word at a time and converts it into a vector representation, and the decoder, which generates the output sequence according to the encoder’s output and all previously generated words. In the following sections, we are going to describe our encoder and decoder architectures precisely.
4.3. MODEL STRUCTURE

4.3.1 Encoder

An encoder network is a RNN that maps an input sequence into a word vector and then converts it into hidden states $h_1, ..., h_N$. The hidden states of the encoder are computed as:

$$h_t = \text{LSTM}(e(a_t), h_{t-1}),$$

where $e(a_t) \in \mathbb{R}^m$ represents the $m$-dimensional word embedding of the word $a_t$ and $h_{t-1}$ is the previous hidden state.

Unidirectional encoders read the input from left to right and only summarize the information of the previous words, they do not have any knowledge regarding the future words. To make the model aware of the future words, we employ bidirectional LSTM as suggested in (Cho et al., 2014), which consist of the forward and backward LSTMs placed on top of each other. The hidden states of the forward pass and the backward pass LSTM at time step $t$ are computed as follows:

$$\overrightarrow{h_t} = \overrightarrow{\text{LSTM}}(e(a_t), \overrightarrow{h_{t-1}})$$
$$\overleftarrow{h_t} = \overleftarrow{\text{LSTM}}(e(a_t), \overleftarrow{h_{t+1}}).$$

The initial hidden state of the encoder is set to zero; thus, $\overrightarrow{h_1} = 0$ and $\overleftarrow{h_N} = 0$. We concatenate the outputs of the forward hidden states $\overrightarrow{h_t}$ and the backward hidden states $\overleftarrow{h_t}$ to obtain the annotation $h_t$, which shows the final hidden state of the encoder:

$$h_t = \overrightarrow{h_t} \oplus \overleftarrow{h_t}, \quad (4.1)$$

where $\oplus$ denotes the concatenation operator.

To make our model more powerful we are going to stack two LSTM layers on top of each other. The hidden states of each LSTM layer is computed as:
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\[ h_{1,t} = \text{LSTM}_1(e(a_t), h_{1,t-1}) \]

\[ h_{2,t} = \text{LSTM}_2(h_{1,t}, h_{2,t-1}). \]

Again the initial hidden states are: \( \overrightarrow{h}_{1,1} = 0 \) for the forward pass and \( \overleftarrow{h}_{1,N} = 0 \) for the backward pass. Furthermore, we concatenate the hidden states of the forward and backward pass of the encoder to initialize the decoder’s hidden states:

\[ s = \overrightarrow{h}_{2,N} \oplus \overleftarrow{h}_{2,1}. \]

4.3.2 Attention-Based Decoder

We are using an attention-based decoder from (Luong et al., 2015) which allows the decoder to learn to focus on a particular range of the input sequence during the generation task. This is similar to the process of forming a question in a human’s mind, where one pays attention to a specific part of a sentence and creates a question regarding that part.

The decoder itself is another LSTM that takes the encoder output and creates a sequence of words as the question. In the simplest form of the decoder, only the last output of the encoder, which is called the context vector, is used to initialize the hidden state of the decoder. In this way, the context vector is responsible for encoding the entire sentence. To ease the burden for the context vector, we apply an attention mechanism. Attention helps the decoder to focus on different parts of the encoder’s output. The output of equation (4.1) is used to calculate the context vector \( c_t \). Here, for preventing confusion between the hidden states of the encoder and the decoder, we denotes the decoder current hidden state as \( h_t \) and the hidden states from the last layer of the encoder (output of equation (4.1)) as \( b_t \). Hence, \( c_t \) which is a weighted sum of \( b_t \) is computed as follows:
where $a_t$ is a variable-length alignment vector, and in our case, is based on the global attention of (Luong et al., 2015). In the global attention, the decoder pays attention to all of the hidden states of the encoder. The size of $a_t$ is equal to the number of time steps on the input side and is computed by a comparison between the hidden state of the encoder $b_i$ and the current hidden state of the decoder $h_t$:

$$a_t(i) = \text{align}(h_t, b_i) = \text{softmax}(\text{score}(h_t, b_i))$$

$$= \frac{\exp(\text{score}(h_t, b_i))}{\sum_j \exp(\text{score}(h_t, b_j))}$$

The value of $a_t(i)$ represents the effect of the word $i$ in predicting the next word in the output question. Luong et al. (2015) proposed three different score functions for the alignment vector:

$$\text{score}(h_t, b_i) = \begin{cases} 
    h_t^T b_i & \text{dot} \\
    h_t^T W_a b_i & \text{general} \\
    v_a^T \tanh(W_a[h_t; b_i]) & \text{concat} 
\end{cases}$$

After using all the score functions and comparing their results according to the evaluation methods explained in the next chapter, we decided to apply the general score as we found it to perform the best in our configuration.

The decoder predicts the next word $q_t$ given the context vector $c_t$ and all the previously predicted words $\{q_1, ..., q_{t-1}\}$. The process stops when the end-of-sentence token is generated. We use a softmax layer to produce the predictive distribution:

$$p(q_t|q_1:t-1, A) = \text{softmax}(W_{\tilde{h}_t})$$

where $A$ is the answer sentence and $\tilde{h}_t$ is the attentional hidden state which is calculated
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Figure 4.1: Global attentional model (Luong et al., 2015)

given the target hidden state $h_t$ and the source context vector $c_t$:

$$\tilde{h}_t = \tanh(W_c[c_t; h_t])$$

The matrices $W_s$ and $W_c$ are weight matrices which will be learned during the training.

The hidden state at time step $t$ of the decoder which is a LSTM is generated by:

$$h_t = LSTM(e(q_{t-1}), h_{t-1})$$

where $q_{t-1}$ is the previously generated word and $h_{t-1}$ is the former hidden state.

Figure 4.1 illustrates the global attention mechanism from (Luong et al., 2015).

4.3.3 Coverage Mechanism

One of the problems that many sequence to sequence models suffer from is the repetition problem. This may occur when some words are unnecessarily generated two or more times during decoding. There are also situations where specific words need to be generated, but this mistakenly will not happen. Consider the example below where the input is taken from the Amazon question/answer dataset (Wan and McAuley, 2016):
Answer Sentence: Yes, this rack works great with any size bike as well as boys and girls bikes. I haul my girl’s bike and 2 of my grandson’s bikes with ease. I love the durability of this frame. The velcro straps for holding the tires in place could be better, so I replaced mine with heavier duty straps, but overall I love it.

Generated Question: Will this rack work with a trek bike?

The word bike is unnecessarily generated twice. Suzuki and Nagata (2017) dealt with the repetition problem by estimating the upper-bound frequency of the target dictionary while encoding and utilizing that estimation for controlling the output words during decoding. Instead, we address this problem by employing the coverage mechanism. It has been applied recently in (See et al., 2017) for text Summarization. Coverage has been also used in previous research for neural machine translation (Tu et al., 2016; Mi et al., 2016), document summarization (Chen et al., 2016) and image captioning (Xu et al., 2015).

Coverage mechanism keeps track of the number of times a target word is generated and prevents creating the same words over and over again. In this technique, the decoder keeps a coverage vector $c^*$, which is the sum of the previous alignment vectors:

$$c^*_t = \sum_{t'=0}^{t-1} a_{t'}$$

It calculates how much coverage each input word has received from the attention mechanism so far and it helps the mechanism to avoid attending to the same words again once they have been attended to initially (See et al., 2017).

It should be mentioned that $c^*_0$ is a zero vector since nothing has been covered on the first time step. We add this coverage vector to the source hidden states. Hence, we need to update the encoder hidden state $b_i$ as follows:

$$b_i = \tanh(b_i + w_c^* c^*(i))$$
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Figure 4.2: Input-feeding approach to make the model aware of the past alignment decisions (Luong et al., 2015).

This $b_t$ will be substituted in equations (4.2) and (4.3) where $W_c^*$ is a parameter to be learned. In this way, with the help of $c_t^*$, the attention mechanism always has a memory of its past decisions.

4.3.4 Input-feeding Approach

In the proposed model, attentional decisions are made independently without taking into account past alignment information. To make the model aware of the past alignment choices, we apply an input-feeding approach from (Luong et al., 2015). This technique informs the decoder what words were considered for the past alignments. We do this by concatenating the attentional hidden state $\tilde{h}_t$ with inputs at the next time steps. The model spans both horizontally and vertically leading to a deeper network. Figure 4.2 illustrates the concept of input-feeding approach and the figure ?? shows the
4.4 Training and Generation

The goal of the training is to minimize the negative log-likelihood of the training corpus with respect to all model parameters. Consider the corpus consisted of answer and question pairs as $S = \{(a_i, q_i)\}_{i=1}^{|S|}$. We define the objective as:

$$J_t = \sum_{i=1}^{|S|} - \log p(q_i | a_i; \theta),$$  

(4.4)

where $\theta$ represents the model parameters. For training our model, we use a strategy called teacher forcing, which means using the exact word from the original question when feeding the next target word to the decoder rather than the decoder's own prediction. This is because of the fact that in the early stages of training, decoder makes many mistakes during generation, and feeding those mistakes as the next input to the decoder can make the training process harder and longer. However, during testing, we feed the model’s own output as the next target word to the decoder. This technique prevents the model from learning from mistakes in the process.

In addition to this primary loss function, a coverage loss function is required to penalize an overlap between the coverage vector and the attention distribution, which means attending to the same location multiple times:

$$covloss_t = \sum_i \min(a_t(i), c^*(i))$$

After being reweighted by some hyperparameter $\lambda$, this amount is added to the equation (4.4):

$$J_t = \sum_{i=1}^{|S|} - \log p(q_i | a_i) + \lambda covloss_t$$  

(4.5)

As mentioned in section 4.3.2, we do not set a fixed-length vectors for our input sentences. Instead, we add a special end-of-sentence token $<EOS>$ to our dictionary of words which helps with learning variable length sentences. During training, this token is added to
the end of each sentence and while testing the model continues decoding until it generates
the $<$EOS$>$ token (Bengio et al., 2015).

In the generation process, for producing the next word, the decoder can either choose
the most likely word according to the model or apply a beam search to generate $k$ best
sequences. In our case, a beam search is utilized for the inference.

4.5 Out of Vocabulary Problem

The number of unique words in our dataset reaches about 250k. Dealing with this large
amount of data is highly problematic for sequence-to-sequence models as it can increase
the training time. Particularly, a softmax layer is used to predict the next target word using
a probabilistic distribution over the entire target vocabulary, and the computations can be
quite expensive. The computation can also grow proportionally to the vocabulary size.
To address this problem, we reduce the vocabulary size on both source and target side.
Specifically, we set the vocabulary to the 50k most frequent words on each side, and the
rest of the words are replaced with the unknown (UNK) token. Reducing the vocabulary
size speeds up the training and testing process.

Since the size of our vocabulary is limited to a small number, many UNK tokens will
be generated during the inference. There are a few methods proposed to address this prob-
lem. Gulcehre et al. (2016) deals with this issue in neural machine translation and text
summarization task by copying from the source sentence. With the help of an attention
mechanism, their model learns where to point in the source sentence, and by utilizing the
decoder’s hidden state, a binary variable is generated to indicate when to copy from the
source sentence. According to the value of this binary variable, the final output can be
either a word generated based on a softmax decision over a candidate list as before, or a
word that has been copied from the source text. Gu et al. (2016) propose their model called
COPYNET, which is a mechanism that places a specific part of the source sentence into the
proper location in the target sentence.
In our work, to handle this problem, we substitute the UNK token at time step $t$ with the word with the highest attention weight from the source sentence. We calculate the index of this word using:

$$\arg\max_i a_t(i)$$

## 4.6 Summary

In this chapter, we presented the main motivation behind developing the opinion question generation system and also described other reasons behind preceding studies on the question generation. We formulated our problem and demonstrated the structure of our system as a sequence to sequence model using an encoder and attention-based decoder. The mechanism that we use is the global attention with a general score function from (Luong et al., 2015). For preventing the model from producing repetitive words, we applied a coverage mechanism of (See et al., 2017). In addition, an input-feeding approach was utilized to consider past alignment decisions during training. We introduced our loss function and described training and inference processes. Finally, we elaborated on our proposed solution to the problem of out of vocabulary words. In the next chapter we present the evaluation methods for comparing the performance of our system with another model.
Chapter 5

Experiments and Discussion

In this chapter we present additional details regarding the implementation of our system, including details of the dataset. We also present the baseline, which we used for comparison. We also introduce all of the automatic evaluation metrics that we utilized to assess the results. Lastly, we provide a thorough analysis of our system and the results.

5.1 Dataset

For evaluating opinion question generation, we utilized a community question answering dataset where people can post their questions, and other users can answer them. Specifically, we use the Amazon question/answer dataset (Wan and McAuley, 2016) which contains around 1.4 million question and answer data on 191 thousand products from Amazon. The dataset contains 21 product categories. We select eight categories in order to ensure a diverse dataset. The statistics for each category are shown in Table 5.1.

We replace all URLs in the dataset with the URL token to reduce the vocabulary size. We make all the words in our corpus lowercase to reduce the vocabulary size. Otherwise The and the would be considered as two different words by the model, which is not desirable. Furthermore, we use the NLTK toolkit for sentence tokenization as described in section 5.2.

We set the minimum length of questions to four tokens, including the question mark to filter out poorly structured questions. There can be many examples where the questions are

---

6http://www.nltk.org
5.2 Tokenization

Tokenization is the process of breaking up a text into smaller units called tokens. This token can be either a sentence or a single word, punctuation mark or number. Hence,
there are two types of tokenization: sentence tokenization and word tokenization. Sentence tokenization is performed on a given paragraph splitting it into a set of sentences. In our work, we set the maximum length of the answer sentences to 35 words. Usually, this number of words constructs two or three sentences. However, the majority of the questions in our dataset are only one sentence. Therefore, we only perform word tokenization on the entire dataset. The reason behind this process is to find all the unique words in our corpus in order to build the dictionary or vocabulary. Later, we assign an index to each of these words to make them a distinctive member of the dictionary.

Word tokenization is the process of splitting a given sentence into single words. This is done by finding the word boundaries, the ending point of a word and beginning of the next one. For performing this task, we use the NLTK toolkit. Here is an example of word tokenization:

**Input Sentence**: Bob dropped the apple. Where is the apple?

**Output tokenization**: ['Bob', 'dropped', 'the', 'apple', '.', 'Where', 'is', 'the', 'apple', '?'].

### 5.3 Implementation details

We implemented our model using the PyTorch\(^7\) package that is integrated into Python. PyTorch is a deep learning framework that provides maximum flexibility and speed. It includes Deep Neural Networks and tensor (n-dimensional array) computation with robust GPU acceleration. Tensors can be placed on either the CPU or GPU. PyTorch uses the memory much more efficiently compared to other alternatives. PyTorch accelerates training

\(^7\)http://pytorch.org
bigger models with its custom memory allocators for a GPU. For training our model, we used a Nvidia TITAN X GPU card with 12GB of RAM.

One of the first steps before training is building our source and target vocabulary (or dictionary). We do this by finding all the unique words on source and target side and assigning an index to each of them. We fix the size of both the source and target vocabularies to 50k. Only the most frequent words are kept on each vocabulary, and the rest are replaced with the *UNK* token. Other tokens that we utilize in our system are *BOS*, which is added to the beginning of a sentence and *EOS*, which is added to the end of a sentence. *EOS* token help with defining variable-length sequences in our model and indicates when the generation of questions should stop. We set word the embedding vector dimension to 300 and use *glove.840B.300d*[^8] (Pennington et al., 2014) as our pre-trained word embedding on both the encoder and decoder side. This means we initialize our embedding layer with the weights from this model. If there is any word in our vocabulary that does not exist in the glove word embedding, that word’s weight is initialized randomly from a uniform distribution. The word vectors are updated during training and are fine-tuned for our task. The *glove.840B.300d* embeddings contains 840 billion tokens of web data that has been collected from Common Crawl[^9], and the dimensions of the vectors are 300.

As we mentioned before, We use a LSTM architecture with a hidden unit size of 600 for our model and set the number of layers to 2 on both the encoder and decoder side. Model parameters are initialized over a uniform distribution. We employ stochastic gradient descent (SGD) as our optimization method with the initial learning rate of 1.0. SGD is a useful approach when working with a huge dataset. It updates the model parameters using only a few training samples or a minibatch instead of just a single example, and the learning rate indicates the rate that we use to update our model parameters. We start halving the learning rate after ten epochs and at the end of each remaining epochs. The training continues for 20 epochs. One epoch is completed when the model tries all the

[^8]: https://nlp.stanford.edu/projects/glove/
[^9]: http://commoncrawl.org
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(a) Standard neural network without any dropout

(b) Neural network after applying dropout

Figure 5.1: (a) Shows a standard neural network with two hidden layers. (b) The same network after applying dropout to its units (Srivastava et al., 2014).

samples of the dataset. We use a batch size of 64, which represents the number of samples that go through one forward or backward pass. If we choose a big number for the batch size, more memory space will be used. Suppose we have 1000 training examples and the batch size is 100. Therefore, we need ten passes to complete one epoch.

In addition, we use dropout with a probability of 0.3 between vertical LSTM stacks. Dropout is a regularization technique introduced by Srivastava et al. (2014) to prevent the model from overfitting, which happens when the model fits the current dataset very well but fails to generalize to new examples. Dropout is performed by dropping out units from the network along with their connections during training. Choosing which units to drop is random. Figure 5.1 presents a simple neural network before and after applying dropout to its units.

Furthermore, the hyperparameter $\lambda$ in Equation 4.5 that is used for weighting the coverage loss is set to 1. We also experimented with $\lambda = 2$ but did not find this to be helpful. Decoding is done using a beam search with the beam size of 5 and we stop when we reach the $EOS$ token. At the end, we choose the model with the lowest perplexity on the validation set, which shows how well our model fits the unseen data. Perplexity is defined as:
\[ PPL(X,Y) = \exp \left( -\sum_{i=1}^{|Y|} \log P(y_i|y_{i-1}, \ldots, y_1, X) \right), \]

where \( X \) represents the source sentence and \( Y \) is the target sentence. The numerator shows the negative log likelihood and the loss function value. The model fits the training data well when the perplexity decreases through the training process.

### 5.4 Baseline

We are going to compare our model to that of Du et al. (2017). They study the task of question generation in the reading comprehension task. Their model works on both sentence and paragraph level. They utilized an attentional sequence to sequence model with the Stanford Question Answering Dataset (SQuAD) (Rajpurkar et al., 2016). SQuAD is a reading comprehension dataset which includes 536 Wikipedia articles with 100k questions posed on them by Amazon Mechanical Turk crowd-workers, where the answer to each question is a part of the article text.

We only experiment with their sentence-level model, which converts a sentence from a text passage to its corresponding question. We run the same Amazon question and answer dataset on the system provided by the first author, which is implemented in Torch\(^{10}\). We keep the source and target vocabulary size same as ours, (i.e., 50k). We also change the maximum length of the source and target sentences to 35 and 20 respectively. The minimum length of input and output sentences are changed accordingly as well. Everything else is left at the default values.

### 5.5 Automatic Evaluation Metrics

For assessing the effectiveness of our system, we are going to evaluate it using three different automatic evaluation metrics, BLEU (Papineni et al., 2002), METEOR (Denkowski and Lavie, 2014) and ROUGE-L (Lin, 2004). The package that we apply for these metrics

\(^{10}\)http://torch.ch
is by Chen et al. (2015). In the following sections, we are going to describe the necessary background regarding these metrics.

5.5.1 BLEU

BLEU (Bilingual Evaluation Understudy) (Papineni et al., 2002) was first introduced for the machine translation task. Its objective is to reduce the required time and effort of human labour in evaluating the translations. It is also language-independent, inexpensive, quick and has a high correlation with human judgment.

BLEU calculates the N-gram overlap between the hypothesis and reference sentence and considers a penalty for very short sentences; however, it does not consider synonymy or paraphrasing. In our work, we only consider BLEU-1 and BLEU-2, which calculates the overlap between unigrams and bigrams.

BLEU’s output varies from 0 to 1, with the values closer to 1 showing more similar results to the reference. However, reaching the value one means the result is identical to the reference, and this is not possible in practice. For instance, suppose we ask two different persons to translate a sentence from French to English. Their translations will not be identical to each other and the reference. Therefore the scores would be different and below 1.

5.5.2 METEOR

If we consider the machine translation task, METEOR (Metric for Evaluation of Translation with Explicit ORdering) (Denkowski and Lavie, 2014) scores predictions by aligning them to ground truth sentences and measuring the sentence-level similarity scores. It performs these alignments with the help of exact word matching, stemming, synonyms and paraphrases. METEOR employs recall and precision for performing the matching.
5.5.3 ROUGE

ROUGE, or Recall-Oriented Understudy for Gisting Evaluation (Lin, 2004), is used for evaluating text summarization and machine translation. It compares the generated summary or translation with the references based on the n-gram.

There are five variations of ROUGE metric: ROUGE-N, ROUGE-L, ROUGE-W, and ROUGE-S. ROUGE-N computes the overlap of N-grams, for instance, ROUGE-2 calculates the overlap of bigrams between the hypothesis and the references. ROUGE-L reports the matching results based on the Longest Common Subsequence (LCS). The longest common subsequence of two different sequence X and Y is a common subsequence with the maximum length. ROUGE-W gives higher scores to consecutive LCSes, and it is known as the weighted LCS. Finally, for describing ROUGE-S, we first need to define a Skip-bigram. A skip-bigram refers to any pair of tokens in their sentence order. There can be any arbitrary gaps between them. Consider the sentence “bird on the tree”. The skip-bigrams are: {“bird on”, “bird the”, “bird tree”, “on the”, “on tree”, “the tree”}. ROUGE-S or Skip-Bigram Co-Occurrence Statistics computes the overlap of skip-bigrams between a hypothesis and references.

For evaluating our system, we use ROUGE-L. The longer the LCS of two sequences is, the score is higher. Consider this example from (Lin, 2004):

1. police killed the gunman
2. police kill the gunman
3. the gunman kill police

Consider the first sentence as the reference and the second and third ones as the summary sentences. Calculating the ROUGE-L score is as follows:

\[
ROUGE_L = \frac{\text{LCS}(\text{hypothesis}, \text{reference})}{\text{Total number of reference words}}
\]
5.6 Automatic Evaluation Results

The comparison of automatic evaluation metrics between our system and the Du et al. (2017) model is shown in Table 5.3. The bold numbers demonstrate the best performing system for each evaluation metric.

As shown in Table 5.3, our model improves the BLEU 1 score by at least 1.5 points. It also achieves a better result regarding BLEU 2 and METEOR, whereas the ROUGE is lower than the baseline. One of the important things worth mentioning is that all scores are quite low in contrast to other works on question generation. If we consider the results reported in the Du et al. (2017) study, we notice that the BLEU scores are much higher compared to our work. The reason lies in the dataset they are using, which is SQuAD dataset (Rajpurkar et al., 2016). SQuAD is a human-generated corpus from Wikipedia articles. The sentences are well-structured, grammatically correct with fewer unnecessary punctuation and colloquialism. However, when working with community-based question answering systems, sometimes the structure of sentences do not follow the correct grammatical and semantical structure. There are also a significant amount of useless information and symbols in the sentences. Most of the sentences resemble an everyday conversation between people. In other words, community-based question answering datasets contain a lot of noise and the Amazon dataset is no exception; therefore training with such dataset can be harder, which affects the results.

Another problem that exists in question generation is that multiple questions can be
Table 5.4: Question and answer samples from the Amazon dataset

| Question 1: | Is there a trick to get this to work? The top lever does not move up and down for the water to flow. What am I missing? |
| Answer 1: | I think yours is defective. I have two and they work fine. No tricks. |

| Question 2: | Does it work with the Sony Vaio pro 13 touch SVP13213CXB? |
| Answer 2: | I don’t know the answer to that question. Sorry. Wish I could help. |

generated from a single sentence. The system might generate a question which is correct both semantically and grammatically and also asks about some accurate information in the sentence. However, it is not the same as the ground-truth and this results in lower scores.

Consider the first example in Table 5.4, which we have picked manually from the Amazon question/answer dataset. The last part of the answer is not a full sentence; it is not stated anywhere what the discussed object is in order to form a question about it. Turning such a sentence into an interrogative form and also generating a question which is close to the real ones in the original sentence can be very challenging considering the available information in the answer. In the second example, the person responding to the question is just stating being unaware of the facts required to answer the question. These kinds of answers are seen quite a lot in the dataset, and many questions can be associated with them.

Therefore, there are many factors which lead to lower results when using automatic evaluation metrics. The problem of evaluating the results of a question generation system due to the low word overlap with the ground-truth sentence exists in other studies as well (Yuan et al., 2017). Hence, applying a corpora with multiple ground-truth questions can help with evaluating the system (Mostafazadeh et al., 2016).

Table 5.6 shows a few examples generated by our system and (Du et al., 2017) (DSC). GT denotes the ground truth questions. As demonstrated, the questions generated by our system have more overlap with the ground truth than the DSC system, which explains the higher BLEU 1 score. However, this does not mean their system does not generate accurate questions. This problem arises due to the mentioned problems with the dataset. For instance, in the first example, the sample generated by the DSC system can be accepted as
an accurate question, as it is pointing out to useful information in the answer. However, our
system is closer to the original question which results in higher scores. In addition, one of
the advantages of our system over DSC can be realized from the example 4 and 6, where
the coverage mechanism becomes useful and prevents the model from generating the same
word ‘material’ in example 4 and ‘BP’ in example 6 again.

There is still a considerable need for a less noisy dataset for opinion question genera-
tion task. There are other community-based question answering datasets such as Yahoo!
Answers, Quora, StackOverflow, and StackExchange but none of which provide a clean,
less noisy dataset that does not pose the mentioned problems. Improving such datasets or
proposing a strategy that can efficiently deal with noise can be an interesting topic of study
which will spur research in other areas such as question answering as well.

5.7 Human Evaluations

To further assess the performance of our system, we performed human evaluations on
the results of our system and the baseline. Two anonymous English-speaker students judged
the questions generated from both systems. They considered two criteria in their judgment:
syntactic correctness and relevance. Syntactic correctness indicates the grammaticality
and fluency of the generated questions and relevance demonstrates whether the generated
question is meaningful and related to the sentence it is generated from. For instance, con-
sidering the sentence “It is cloudy in Lethbridge today.”, the question: “How is the weather
in Lethbridge?” is considered more relevant than the question “Does Lethbridge have an
airport?”.

The judges were asked to give a score from 1 (very poor) to 5 (very good) to each
system separately according to the mentioned criteria. They performed the evaluations on
100 randomly selected question and answer pairs from the results. The comparison of
human evaluations between our system and the Du et al. (2017) model is shown in Table
5.5. Bold numbers demonstrate the best performing system for each evaluation criteria.
Table 5.5: Human evaluation results for syntactic correctness and relevance between our model and (Du et al., 2017).

<table>
<thead>
<tr>
<th></th>
<th>Syntactic correctness</th>
<th>Relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Du et al., 2017) model</td>
<td>4.4</td>
<td>2.93</td>
</tr>
<tr>
<td>Our model</td>
<td>4.52</td>
<td>3.37</td>
</tr>
</tbody>
</table>

5.8 Summary

In this chapter, we shed light on the Amazon question/answer dataset and described how we preprocessed it to make the training process easier. We also provided a detailed explanation of the processes we underwent in the implementation of our model. We defined all the automatic evaluation metrics applied for assessing our model. We presented a baseline for comparing our model with and demonstrated the metrics’ outcome on both of the systems. Finally, we analyzed some samples from the dataset and the results from both our system and the baseline.
Table 5.6: Examples of the generated questions from DSC (Du et al., 2017) and our model, accompanied by the answers and the ground truth (GT) questions.

<table>
<thead>
<tr>
<th>Answer 1: Powdered goat milk is still milk and therefore has lactose.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> Is this lactose free?</td>
</tr>
<tr>
<td><strong>DSC:</strong> what are the ingredients?</td>
</tr>
<tr>
<td><strong>Ours:</strong> is this product lactose free?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 2: I really don’t know, I did full size cupcakes, mini ones it would hold a ton!</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> How many mini-cupcakes will this hold?</td>
</tr>
<tr>
<td><strong>DSC:</strong> what size is it?</td>
</tr>
<tr>
<td><strong>Ours:</strong> how many cupcakes will it hold?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 3: Nothing out of the ordinary. just a simple screw driver. if I recall correctly, I think it may have came with the tools needed to assemble. good luck and congratulations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> What tools are required to assemble unit?</td>
</tr>
<tr>
<td><strong>DSC:</strong> What is the assembly required?</td>
</tr>
<tr>
<td><strong>Ours:</strong> what tools do I need to assemble this?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 4: You can definitely still do pushups with the wraps on. The wraps just give extra support, they really don’t impact your range of motion at all.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> Can I do pushups while wearing these wraps, or is the material too stiff?</td>
</tr>
<tr>
<td><strong>DSC:</strong> Can you still use the material while wearing the material?</td>
</tr>
<tr>
<td><strong>Ours:</strong> Can I do pushups while wearing these wraps?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 5: I would go with a medium it fits well and when you adjust it with the helmet it’s tight to the chin.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> What size to buy for 14 yr old 125lb and 5’5”?</td>
</tr>
<tr>
<td><strong>DSC:</strong> I’m a woman with a small head, what size should I get?</td>
</tr>
<tr>
<td><strong>Ours:</strong> What size should I get for a child who is 5’6”?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 6: There’s the ability to forward the bp measurement information via email to friends, family and doctors so I assume that once it’s been sent an email you can print it however I haven’t tested this functionality yet. At the very least when you bring up the bp readings on your screen you can do a screen capture and then print that screen capture.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> Is it possible to print the BP readings?</td>
</tr>
<tr>
<td><strong>DSC:</strong> What is the difference between the BP and the BP?</td>
</tr>
<tr>
<td><strong>Ours:</strong> How do you print from the BP?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 7: I haven’t used the touch functions, but yes, I got video in windows 7.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> This monitor supports windows 7?</td>
</tr>
<tr>
<td><strong>DSC:</strong> Does it have a built in Webcam?</td>
</tr>
<tr>
<td><strong>Ours:</strong> Does it work with windows 7?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answer 8: Lightweight. It can be lifted easily when folded up.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GT Question:</strong> What is the weight?</td>
</tr>
<tr>
<td><strong>DSC:</strong> Is it hard to fold up?</td>
</tr>
<tr>
<td><strong>Ours:</strong> How much does it weigh?</td>
</tr>
</tbody>
</table>
6.1 Summary and Conclusion

In this thesis, we address the opinion question (QG) generation problem. QG, in general, has a profound impact on people’s everyday life. Students can benefit from such system to test their knowledge when preparing for an exam or when they are self-studying. QG can help people to realize their knowledge deficits and encourages them to seek more information to make up for those deficiencies. Teachers can utilize QG to present challenging questions to inspire students during lectures or come up with new ideas when preparing exam material. Medical chatbots and other intelligent personal assistants can be further improved with QG. It also helps in enhancing other research areas in natural language processing such as question answering and the reading comprehension task by providing a better dataset for them. Specifically for our task, we develop an opinion question generation system to aid the search engines in offering a couple of sample questions to the users when they enter a query. The reason behind this is that sometimes people may not enter their exact, desired question, and therefore obtaining many unwanted results. For evaluating this system, we utilized community-based question answering systems which are close to people’s thoughts and everyday speech. To be more specific, we utilized the Amazon question/answer dataset.

Based on the successful results of the sequence-to-sequence approach in neural machine translation, text summarization, image caption generation and question answering, we are applying the encoder-decoder framework to our model. When people try to form
a question from a sentence, they usually focus on a specific part of a sentence and create a question on that part. Inspired by the same technique, we employ the attention mechanism to make the model pay attention to a particular part of the input sentence. We use the global attention technique from Luong et al. (2015). To further boost the performance of our system we adopt a coverage mechanism, which is one of the solutions to the repetition problem. Many sequence-to-sequence models experience the repetition problem. However, a coverage mechanism prevents this by keeping track of what has been generated so far. Another technique that we apply to the advancement of our model is an input-feeding approach which informs the decoder what words were considered for the past alignments. In addition, due to the limited size of output vocabulary, many unknown tokens will be generated. We proposed our solution to this problem in Chapter 4. The detailed structure of the encoder, attentional decoder, and other mentioned techniques are also discussed in this chapter. We define our task precisely and present the training and generation procedures.

In Chapter 2, we briefly discussed the intuition behind the deep learning approach, and we presented all the essential backgrounds that are required for understanding the structure of our system. Later in Chapter 3, we first introduced the traditional methods utilized to address the QG problem. Afterwards, we described recent sequence-to-sequence models followed by other successful studies in natural language community on encoder-decoder models.

In chapter 5, we elaborated on the dataset and presented the necessary background for preprocessing the inputs. We provided implementation details and introduced the baseline model. We also employed three different evaluation metrics: BLEU, METEOR, and ROUGE and presented our results based on these metrics. Finally, we provided a discussion according to the generated outputs of our system and the baseline.

We mentioned two problems that resulted in low scores in the automatic evaluation metrics and addressing these problems requires more work in the QG research topic. We plan to tackle these problems with the directions explained in the next section.
6.2 Future Work

We can extend the proposed model and further improve its performance according to these directions:

- We can change the structure of our encoder and decoder from a bidirectional RNN and experiment with a transformer model (Vaswani et al., 2017) which is based only on an attention mechanism and does not use any recurrence.

- As discussed earlier, one of the problems with evaluating results of a QG system with automatic metrics is that we can generate multiple questions from a single sentence, all questions can be grammatically correct and ask about proper information in the input sentence. However, if they have low word overlap with the ground-truth the results would be considered insignificant. For facilitating the evaluation process and obtaining more accurate results, we can use a dataset which consists of one sentence with multiple questions on different parts of the input.

- One further step for improving the dataset involves more preprocessing. For instance, we can apply the technique in Du and Cardie (2017) which is finding the question worthy sentences in the text and form questions only on those sentences.
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Appendix A

Samples of the Generated Questions

Generated Questions

In this section, we demonstrate some of the generated questions from our system described in chapter 4 along with the input answer and the ground truth questions.

Answer: This is a normal soccer sock thickness. It is not padded.
Original Question: Are the socks thick? I am looking for a thicker sock.
System Generated Question: are the socks thick? I am looking for a thicker sock.

Answer: This lens is compatible with all Sony crop sensor DSLRs. So yes it will work with your camera. It’s a great budget prime lens.
Original Question: I’m using the a37, so is this compatible with my camera? Thanks in advance!
System Generated Question: Is this lens compatible with the canon rebel t3i?

Answer: Yes, this permanent filter will fit model jwx5.
Original Question: Does this fit in the Mr Coffee 5 Cup Model #JWX5 Coffee Maker?
System Generated Question: Will this filter fit model #JWX5?

Answer: Camera, battery, charger (which is in 2 pieces), some cable, the removable flash, the lens, the flash bag, camera body cap, lens cap and strap plus the cd which includes editing software. I’ve never seen a decent camera that comes with a card.
Original Question: What is included when you purchase this camera and lens? Does it include the battery, charger, cables, cards, flashes, etc?
System Generated Question: What comes in the box with the camera?
A. SAMPLES OF THE GENERATED QUESTIONS

Answer: I ordered extra bulbs when I ordered the lantern. They sent me rayovac 6v k13/kpr113. I would guess you can get these bulbs at any retailer that sells bulbs. I hope this helps you. Regards.

Original Question: What kind of bulb does it take and where do you get it?

System Generated Question: Where can i get replacement bulbs for this lantern?

Answer: Hi no this laptop does not came with Microsoft office you must install it.

Original Question: Does this laptop come with Microsoft office?

System Generated Question: Does this laptop come with Microsoft office?

Answer: Update on my previous response. The company confirms made in china.

Original Question: Where was it manufactured?

System Generated Question: What is the country of origin of this product?

Answer: I did not need to use an extension for my install and I have granite counter. Make sure the thickness of your counter to see if it matches.

Original Question: Does this really need extension for granite counter install?

System Generated Question: Do you need an extension for granite counter top?

Answer: It uses two uv bulbs with an estimated lifespan of 2+ years.

Original Question: Hi, does this use one, or two uv bulbs? Thanks

System Generated Question: What kind of bulbs does it use?

Answer: It is about 17 1/2 inches square and about 16 1/4 inches high.

Original Question: Can anyone tell me the size? x? And height.

System Generated Question: What are the dimensions of this item?

Answer: Vertical antennas generally need base radials. With a mobile mount such as this one the metal roof of the vehicle supplies that . if you have a house with a metal roof it should work fine . my mag base antenna works fine on the metal roof of my porch , if i brin g it inside and set it on the wooden floor it does n’t work well at all .

Original Question: Can i use this with a base station?

System Generated Question: Does the antenna need to be installed on a metal roof or does it need a base?

Answer: When i was researching this type of dog door a website said just to measure your dogs chest and/or hips. Just to make sure they are not wider than the opening. I have a chunky dog so I was skeptical about ordering it but I’m glad I did!

Original Question: What’s the largest size dog that this door will accommodate?

System Generated Question: What is the size of the dog door?

Answer: Small or 60 I am 5 ’8 and weigh 160 and got medium.

Original Question: I’m 5 ft 7 inches tall and weigh 125 lbs. What size should I order?

System Generated Question: I am 5’7” and weigh 125 lbs. What size should I order?