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Abstract

In this thesis, we investigate three topics belonging to the probabilistic, classical and modern branches of analytic number theory.

Our first result concerns the probabilistic distribution of squares modulo a composite number, and of tuples of reduced residues, in short intervals. We obtain variance upper bounds generalizing those of Montgomery and Vaughan, as well as new lower bounds.

Our second work, joint with Nathan Ng, concerns the estimation of discrete mean values of Dirichlet polynomials, where summation is over the zeros of an $L$-function attached to an automorphic representation. Conditionally on strong bounds on autocorrelations of the coefficients of $L$-functions, a corollary of our results is that the gaps between consecutive zeros of the Riemann zeta function are infinitely often smaller than half of the average gap.

Our last work concerns the additive and quadratic divisor problem. We study shifted convolution sums for the divisor function, Fourier coefficients of a cusp form and the representation function of integers as sums of two squares. For convolution sums of a certain type, we improve several estimates available in the literature, by expanding the delta-method of Duke, Friedlander and Iwaniecz. Also by using a smooth variant of Dirichlet hyperbola method, we improve the error term obtained by Duke, Friedlander and Iwaniecz in the quadratic divisor problem.
Acknowledgments

I am very grateful to Nathan Ng for all the help and support and for the mathematics he taught me during my Ph. D. I am also thankful to Amir Akbary and Hadi Kharaghani for their help and friendship. I would like to thank my committee members, Habiba Kadiri and Pascal Ghazalian and also my external examiner Youness Lamzouri, for reading my thesis and their insightful comments. Finally, I thank all my friends in Lethbridge that their presence gave me a better and happier time.
Contents

Contents vi

List of Tables viii

List of Figures ix

1 Introduction 1

1.1 Probabilistic number theory ................................. 1
1.2 Classical Analytic Number Theory ......................... 5
1.3 Modern Analytic Number Theory .......................... 10

2 Distribution of squares modulo a composite number 15

2.1 Introduction ............................................. 15
2.2 Main estimate ........................................... 28
2.3 Distribution of squares modulo \( q \) ...................... 31
2.4 The general case ......................................... 35
2.5 Higher central moments of reduced residues modulo \( q \) 41

3 Discrete mean values of Dirichlet polynomials 47

3.1 Introduction ............................................. 47
3.2 Properties of principal \( L \)-functions ..................... 58
3.3 The weight function ..................................... 59
3.3.1 Evaluation of \( I_R,J_2 \) ................................. 62
3.3.2 Evaluation of \( J_1 \) ..................................... 64
3.4 Small gaps between the zeros of the zeta function ...... 67
3.4.1 Small gaps and \( Q(c,T) \) ................................. 72

4 On binary and quadratic divisor problems 74

4.1 Introduction ............................................. 74
4.1.1 Binary convolution sums .............................. 74
4.1.2 Quadratic divisor problem ............................ 78
4.1.3 Generalized shifted divisor problem .................. 80
4.2 \( \delta \)-method ............................................. 85
4.3 Voronoi summation formulas ............................... 86
4.4 Toward Kloosterman sums ................................ 88
4.4.1 Formula for \( \tau_k \) ..................................... 89
4.4.2 Formula for the sum of two squares .................... 90
4.4.3 Formula for the divisor function ...................... 91
CONTENTS

4.5 Bounding $I(m,n,q)$ ................................................................. 92
4.6 Averaging the Kloosterman Sums ............................................. 95
4.7 Proof of Theorems ................................................................. 96
4.8 Quadratic divisor problem ....................................................... 101

Bibliography .............................................................................. 109
List of Tables
List of Figures
Chapter 1

Introduction

This thesis consists of three main parts, which are related to the following branches of number theory.

1. Probabilistic number theory.

2. Classical analytic number theory.

3. Modern analytic number theory.

Here we will give a brief introduction to each of these branches and I will mention how my PhD thesis is connected to them.

1.1 Probabilistic number theory

Probabilistic number theory studies the probability distribution of arithmetic objects. Frequently the object under consideration is a sequence or points on certain curve that has arithmetic significance. Sequences such as prime numbers, Fourier coefficients of modular forms, and Heegner points on a modular curves have been extensively studied. Before giving some examples we review some basic facts from probability.

We call the triple \((\Omega, \mathcal{F}, \mathcal{P})\) a probability space when \(\Omega\) is the set of possible outcomes, \(\mathcal{F}\) is a sigma-algebra on \(\Omega\) and \(\mathcal{P}\) is a measure on \(\mathcal{F}\) such that \(\mathcal{P}(\Omega) = 1\). A random variable \(X\) is a measurable function defined on \(\Omega\). We now define the following probabilistic objects.

1
1. Expectation of $X$:

$$E(X) := \int_\Omega Xd\mathcal{P}. \quad (1.1)$$

2. Variance of $X$:

$$\text{Var}(X) := \int_\Omega (X - E(X))^2d\mathcal{P}. \quad (1.2)$$

3. Distribution of a random variable: We say that $f_{\text{den}}(x)$ is the probability density function for the random variable $X$, and we identify the distribution of $X$ with $f_{\text{den}}(x)$, if

$$\mathcal{P}(a \leq X \leq b) = \int_a^b f_{\text{den}}(x)dx. \quad (1.3)$$

In studying a sequence one of the first questions that comes to mind concerns the average of the sequence on an interval. More precisely, let $f(n)$ be a sequence and $[a, b]$ an interval. Let

$$\bar{f}_{[a, b]} := \frac{\sum_{a \leq n \leq b} f(n)}{b - a} \quad (1.4)$$

denote the average of $f$ on the interval $[a, b]$. For example if we set $f(n) = \mathbf{1}_P(n)$ to be the characteristic function of the primes, then $\bar{I}_{P_{[1,x]}}$ can be considered as the “probability” of a random integer in the interval $[1, x]$ being prime. Studying asymptotic estimates of $\bar{I}_{P_{[1,x]}}$ was one of the main problems that started classical analytic number theory. Gauss conjectured that the “probability” of a random integer smaller than $x$ being prime is $(\log x)^{-1}$. i.e.

$$\bar{I}_{P_{[1,x]}} \sim \frac{1}{\log x}. \quad (1.5)$$

However he could not prove this result. The first major result toward a proof of Gauss’s conjecture was obtained by Chebyshev. He proved that

$$\frac{0.92129}{\log x} < \bar{I}_{P_{[1,x]}} < \frac{1.10555}{\log x}.$$
Finally, the conjecture of Gauss was proved by Hadamard and de la Vallée-Poussin in 1896.

After finding an average of a sequence the next question that comes to mind concerns how this sequence is distributed around the average. To study this we use the variance of the sequence. Assume that we are looking at the distribution of $f$ in the interval $[1, x]$ and consider the following sum:

$$
\frac{1}{x} \sum_{m \leq x} \left( \sum_{n \in [m, m+h]} f(n) - f_{[1,x]} h \right)^2.
$$

(1.6)

Evaluating the above when $k = 1$ gives the variance of the distribution. When we speak of the higher moments of the distribution of $f$ we refer to the above with $k > 1$. Finding an upper bound for the variance when $f$ is the characteristic function of the primes would prove the strong statement

$$
\sum_{p_n < x} (p_{n+1} - p_n)^2 \ll x (\log x)^{3+\varepsilon}
$$

(1.7)

on average gaps between primes. However proving such a bound unconditionally seems very deep and out of reach of current methods. This difficulty led Erdős to propose a similar conjecture for the average gaps between the reduced residues. The set of reduced residues modulo an integer $q$ is

$$
\{1 \leq n \leq q \mid (n, q) = 1\} = \{1 = a_1 < \ldots < a_{\phi(q)} = q - 1\}.
$$

(1.8)

We will denote the characteristic function of reduced residues modulo $q$ with $k_q(n)$. Erdős conjectured that

$$
\sum_{i=1}^{\phi(q)} (a_{i+1} - a_i)^2 \ll q^2/\phi(q),
$$

where $\phi(.)$ is the Euler totient function.

Erdős’ conjecture was settled by Montgomery and Vaughan, who gave an optimal estimate
for all moments of the distribution of reduced residues.

**Theorem 1.1** (Montgomery and Vaughan [60]). Let $k$ be a fixed natural number. Then

$$
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n+m) - h \frac{\phi(q)}{q} \right)^k \ll q\left(\frac{h\phi(q)}{q}\right)^{k/2} + h\phi(q).
$$

In the author’s master’s thesis [3], motivated by prime $s$-tuples conjecture, we studied the distribution of $s$-tuples of reduced residues. Let $\mathcal{D} = \{h_1, h_2, \cdots, h_s\}$ and $\nu_p(\mathcal{D})$ be the number of distinct elements in $\mathcal{D}$ mod $p$. We call $\mathcal{D}$ admissible if $\nu_p(\mathcal{D}) < p$ for all primes $p$. Before defining $s$-tuples of reduced residues we state the prime $s$-tuples conjecture.

**Conjecture 1.2.** There exist infinitely many numbers $m$ such that for all $h \in \mathcal{D}$, $m + h$ is a prime number.

This conjecture is challenging and even the case $s = 2$ is unsolved at the moment. Prime numbers $m + h_i$ for $1 \leq i \leq s$ are called a $s$-tuples of primes. Similarly, we call $a + h_1, \ldots, a + h_s$ an $s$-tuple of reduced residues if they are each coprime with $q$. In the author’s master’s thesis, by obtaining an upper bound on the moments of the distribution of $s$-tuples of reduced residues, we proved the analogue of Erdős’ conjecture for $s$-tuples of reduced residues. However the upper bounds obtained on the moments of the distribution of reduced residues were not optimal. In this thesis we will give an optimal upper bound.

Squares form another interesting sequence, which has been the subject of much study. Obviously when we consider $\{s^2\}$ in $\mathbb{Z}$ the sequence is far from evenly distributed. However this changes when one reduces squares modulo an integer. A number $s$ is called a square modulo a prime $p$ if it is a reduced residue of a square in $\mathbb{Z}$. We call an integer a square modulo a square free number $q$ if it is a square modulo each prime factor of $q$. In this thesis we will study the variance of the distribution of squares modulo a square free composite number $q$. We will obtain bounds on the variance that are very close to the optimal bound.
1.2. CLASSICAL

Theorem 1.3 (Aryan). Let $h \gg 2^{o(q)}$ be a natural number and $X_h(n) = \#\{s \in \mathbb{N}, n + h \mod q \}$ be a random variable. We have

$$\text{Var}(X_h) \leq E(X_h)^{1+\varepsilon}.$$ 

From this theorem we deduce the following result concerning consecutive squares modulo $q$.

Corollary 1.4. Let $s_i$ be the squares modulo $q$ in increasing order. Then

$$\frac{1}{q} \sum_{s_i < q} (s_{i+1} - s_i)^2 \ll 2^{o(q)} P(\log q) \prod_{p | q} \left(1 + \frac{1}{\sqrt{p}}\right).$$

We finish this part by stating a famous result about another interesting arithmetic sequence. Let $\omega(n)$ denote the number of prime divisors of $n$. The average of $\omega$ in the interval $[1,x]$ is about $\log \log x$. One of the celebrated results in probabilistic number theory, due to Erdős and Kac, gives the distribution of $\omega$.

Theorem 1.5 (Erdős-Kac). For any positive integer $n$ and any real number $a,b$ we have

$$\lim_{x \to \infty} \frac{1}{x} \left| \left\{ 1 \leq n \leq x \mid a \leq \frac{\omega(n) - \log \log n}{\sqrt{\log \log n}} \leq b \right\} \right| = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} dx. \quad (1.9)$$

1.2 Classical Analytic Number Theory

Classical analytic number theory started by Euler, Dirichlet and Riemann. Consider the Riemann zeta function defined for $\Re(s) > 1$ by

$$\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}. \quad (1.10)$$

The zeta function has an Euler product

$$\zeta(s) = \prod_p \left(1 - \frac{1}{p^s}\right)^{-1}, \quad (1.11)$$
on $\Re(s) > 1$ and an analytic continuation to the whole complex plane with a simple pole of residue 1 at $s = 1$. Using the Euler product of the zeta function, Euler showed that there exist infinitely many prime numbers. Riemann, in his only paper in Number Theory, showed that there exists a close connection between the zeros of the zeta function and the distribution of prime numbers. In fact from his work one can show that to prove (1.5) it is enough to show that $\zeta(s) \neq 0$ for $\Re(s) = 1$. One of the important parts of his paper was the functional equation he found for the zeta function.

**Functional Equation for the Riemann zeta function.** Let $\Gamma(s)$ denote the Gamma function. Then

$$
\zeta(s) = 2^s \pi^{s-1} \sin\left(\frac{\pi s}{2}\right) \Gamma(1-s) \zeta(1-s).
$$

(1.12)

Note that the above functional equation says that $\zeta(s) = 0$ when $s$ is equal to a negative even integer. These zeros are known as the trivial zeros of the Riemann zeta function. Also, the functional equation shows a symmetry between the values of the zeta function with respect to the line $\Re(s) = 1/2$. Perhaps this was one of the reasons Riemann made a conjecture about the location of the zeros of the zeta function.

**The Riemann hypothesis.** All the non-trivial zeros of the Riemann zeta function are located on the line

$$
\Re(s) = \frac{1}{2}.
$$

The Riemann hypothesis is known as the most famous unsolved problem in mathematics. The connection with the distribution of prime numbers comes from the Riemann’s Explicit Formula. Let

$$
\Lambda(n) = \begin{cases} 
\log p & \text{if } n = p^k, \\
0 & \text{otherwise}.
\end{cases}
$$
We have that
\[ \psi(x) := \sum_{n \leq x} \Lambda(n) = x + \sum_{\zeta(s) = 0} \frac{x^\rho}{\rho} + O(1). \] (1.13)

Now if we assume the Riemann hypothesis we have that all the zeros of \( \zeta \) are of the form 1/2 + it, and therefore we can get
\[ \psi(x) = x + O(x^{1/2 + \varepsilon}). \] (1.14)

Note that the prime number theorem, (1.5), is equivalent to a much weaker estimate:
\[ \psi(x) = x + o(x). \] (1.15)

Although Riemann did not prove the prime number theorem, his paper had a profound impact on number theory. Another important contribution to this field was made by Dirichlet. He proved that there exist infinitely many prime numbers in an arithmetic progression (i.e. of the form \( an + b \) where \( (a, b) = 1 \)). Dirichlet’s method was based on the properties of Dirichlet \( L \)-functions. Let \( \chi(.) \) be a completely multiplicative function from \( \mathbb{Z}/q\mathbb{Z} \) to \( \mathbb{C} \). We define the Dirichlet \( L \)-function associated to \( \chi \) for \( \Re(s) > 1 \) by
\[ L(s, \chi) := \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s}. \] (1.16)

The main ingredient of his proof was the assertion \( L(1, \chi) \neq 0 \). After Dirichlet, a major development came with the proof of the prime number theorem by Hadamard and de la Vallée-Poussin. They showed that \( \zeta(s) \neq 0 \) for \( \Re(s) = 1 \). To this day there have been only minor improvements of their result, which shows that improving the error term in the prime number theorem is a very hard problem.

Another major development was made by Montgomery while he was working on the distribution of the zeros of the Riemann zeta function. Let \( \gamma_i \) denote the zeros of the Rie-
mann zeta function on the critical line. Montgomery’s work suggest that, assuming the Rie-
mann hypothesis, the distribution of the zeros of the zeta function has a certain statistical
property. It has been pointed out to him by physicist Freeman Dyson that the distribution
he found is the same as the pair correlation distribution for the eigenvalues of a random
Hermitian matrix.

**Conjecture 1.6** (Montgomery’s Pair Correlation Conjecture). For a fixed interval \((a, b)\) we have

\[
\lim_{T \to \infty} \left| \left\{ \gamma, \gamma' \mid \log \frac{T}{2\pi} \left( \gamma - \gamma' \right) \in (a, b) \right\} \right| \frac{T}{2\pi \log T} = \int_a^b \left( 1 - \frac{\sin(\pi u)}{\pi u} \right) du
\]

where \(\gamma, \gamma'\) denote the imaginary parts of the zeros of the zeta function on the critical line.

By the zero counting function we know that the zeta function has about \(T \log T / 2\pi\) zeros
in the critical strip with imaginary part between 0 and \(T\). This tells us that the average gap
between the zeros of the zeta function is about \(2\pi / \log T\). Montgomery’s Pair Correlation
Conjecture implies that we can find infinitely many tuples of zeros \((\gamma, \gamma')\) such that \(|\gamma - \gamma'| < c2\pi / \log T\), for every \(c > 0\). From his work on the pair correlation Montgomery was able to
deduce that \(c < 0.68\). Many authors improved 0.68 to a number slightly bigger than 0.51.
It seems very challenging to prove unconditionally that one can take \(c < 0.5\). In this thesis
by assuming conjectures on the shifted convolution sums of Liouville’s function, we show
that \(c < 0.4999\).

**Theorem 1.7** (Aryan and Ng). Assume the Riemann hypothesis, and Chowla’s conjectures
((3.33) and (3.34)) on the shifted convolution sums of the Liouville’s function. Then there
exist infinitely many tuples \((\frac{1}{2} + i\gamma, \frac{1}{2} + i\gamma')\) of zeros of the Riemann zeta function with

\[
|\gamma - \gamma'| < 0.4999 \frac{2\pi}{\log T}.
\]

To explain our work let us first state Montgomery and Vaughan’s mean value theorem
for Dirichlet polynomials
Theorem 1.8 (Montgomery and Vaughan). Let \( \{a(n)\} \) and \( \{b(n)\} \) be two sequences of complex numbers. For any real number \( T > 0 \), we have

\[
\int_0^T \left( \sum_{n=1}^\infty a(n) n^{-it} \right) \left( \sum_{n=1}^\infty b(n) n^{-it} \right) dt = \sum_{n=1}^\infty a(n)b(n) + O\left( \left( \sum_{n=1}^\infty na(n) \frac{1}{2} \right) \left( \sum_{n=1}^\infty nb(n) \frac{1}{2} \right) \right). \tag{1.18}
\]

Note that if \( \{a(n)\} \) and \( \{b(n)\} \) are supported on an interval of length \( o(T) \) then (1.18) become an asymptotic. Goldston and Gonek [28] considered this theorem for Dirichlet polynomials of arbitrary length. Their work shows that when support of \( \{a(n)\} \) and \( \{b(n)\} \) are in intervals with length larger than \( T \) then it is crucial to consider the shifted convolution sums of \( a(n) \) and \( b(n) \). In other words to get a result in this case we need an estimate on

\[
\sum_{n < x} a(n)b(n+h).
\]

In our work we considered a discrete version of the above theorem. More precisely we studied

\[
\sum_{L(\rho)=0} \omega(\rho) A(\rho) B(1-\rho) \tag{1.19}
\]

where \( L(s) \) is an \( L \)-function, \( \omega(s) \) is an entire weight and

\[
A(s) = \sum_{n \leq N} a(n)n^{-s} \text{ and } B(s) = \sum_{n \leq M} b(n)n^{-s}.
\]

We derived a formula for (1.19) in terms of shifted convolution sums involving \( a(n) \), \( b(n) \), and \( \Lambda_L(n) \), where \( \Lambda_L(n) \) is defined by

\[
\frac{L'(s)}{L(s)} = -\sum_{n=1}^\infty \frac{\Lambda_L(n)}{n^s}.
\]

For the application to the small gaps between the zeros of the Riemann zeta function we used the choice \( a(n) = b(n) = \lambda(n) \), where \( \lambda(n) \) is Liouville’s function.
1.3 Modern Analytic Number Theory

If we consider the Euler product of the Riemann zeta function or Dirichlet $L$-functions,

$$\xi(s) = \prod_p \left(1 - \frac{1}{p^s}\right)^{-1},$$

$$L(s, \chi) = \prod_p \left(1 - \frac{\chi(p)}{p^s}\right)^{-1},$$

we observe a similarity between them. Note that each Euler factor is a degree one polynomial in terms of $p^{-s}$. A question arises regarding $L$-functions whose Euler products involves higher degree polynomials. This is a place where we enter the boundaries of modern analytic number theory. As an example consider Ramanujan’s $\Delta$ function:

$$\Delta(z) = q \prod_{n=1}^{\infty} (1 - q^n)^{24} = \sum_{n=1}^{\infty} \tau(n)q^n, \quad q = e^{2\pi iz}. \quad (1.20)$$

The $L$-function associated to $\Delta$ for $\Re(s) > 13/2$ is

$$\sum_{n=1}^{\infty} \frac{\tau(n)}{n^s},$$

and it has the Euler product

$$\prod_p \left(1 - \tau(p)p^{-s} + p^{k-1-2s}\right)^{-1}. \quad (1.21)$$

The function $\Delta(z)$ is a holomorphic cusp form of weight 12 and level 1. Cusp forms are special types of modular forms.

**Definition 1.9** (Modular form of weight $k$ and level 1). Let

$$SL(2, \mathbb{Z}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \mid a, b, c, d \in \mathbb{Z}, \ ad - bc = 1 \right\}$$
A modular form of weight \( k \) and level 1 is a complex valued function defined on the upper half plane \( \mathbb{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \} \) that satisfies the following.

1- \( f \) is a holomorphic function on the upper half plane.

2- For any \( z \in \mathbb{H} \) and all matrices in \( SL(2, \mathbb{Z}) \), we have

\[
f \left( \frac{az + b}{cz + d} \right) = (cz + d)^k f(z). \tag{1.22}
\]

3- \( f \) is holomorphic at the cusp at \( \infty \).

Studying modular forms is very important in mathematics. For example they played important role in proving Fermat’s last theorem. They also, among many other applications, are used in proving the equidistribution of certain points on modular curves.

Let

\[
\Gamma_0(q) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in SL(2, \mathbb{Z}) \mid c \equiv 0 \mod q \right\}
\]

and

\[
\Gamma(q) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in SL(2, \mathbb{Z}) \mid c \equiv b \equiv 0, a \equiv d \equiv 1 \mod q \right\}.
\]

These are known as congruence subgroups. Now if we have a modular form that satisfies the functional equation (1.22) for all matrices in \( \Gamma(q) \) or \( \Gamma_0(q) \) then we call it a modular form of level \( q \) and a weight \( k \). By using the functional equation we obtain

\[
f(z) = f(z + 1),
\]

this tells us that \( f \) is a periodic function and therefore we can write a Fourier expansion for
\[ f(z) = \sum_{n=0}^{\infty} a(n)n^{(k-1)/2}e(nz). \] (1.23)

If \( a(0) = 0 \) then we call \( f \) a cusp form. Using the Fourier coefficients \( a(n) \) we form the \( L \)-function associated to \( f \):

\[ L(s, f) = \sum_{n=0}^{\infty} \frac{a(n)}{n^s}. \] (1.24)

For many applications like bounding contour integrals and equidistribution problems it turns out that it is crucial to have estimates for the size of \( L \)-functions attached to modular/cusp forms inside the critical strip, and on the critical line. These \( L \)-functions satisfy functional equations, which implies an upper bound in the critical strip the so-called convexity bound,

\[ L(s, f) \ll (k^2|s^2|q)^{\frac{1}{4}} + \varepsilon. \]

It turns out that for many applications it suffices to replace the exponent 1/4 by any smaller number. Such an estimate is called a subconvex bound. A method invented by Duke, Friedlander and Iwaniec has been used frequently in such problems. Their idea was to average over a family of \( L \)-functions, then by using an amplifier highlight the contribution of the \( L \)-functions under consideration. One of the main ingredients of their work was an estimation of a smooth version of

\[ \sum_{am-bn=h \atop m,n<X} d(m)d(n), \] (1.25)

where \( d(n) \) is the divisor function. They estimated (1.25) with an error term of order \( O((abX)^{3/4}) \). Note that we can consider sums of the type (1.25) with replacing \( d(n) \) with Fourier coefficients of modular/cusp form. This is known as shifted convolution sums problem and it has many important applications such as proving the quantum unique ergodicity conjecture for Hecke-Maass forms on \( SL_2(\mathbb{Z}) \backslash \mathbb{H} \), a holomorphic analog of the quantum unique ergodicity conjecture and equidistribution of Heegner points.
In the last part of this thesis we improve this error term in the case \( b = 1 \). We also consider similar sums with \( a = b = 1 \) and \( d(n) \) replaced by some other arithmetic sequences. There are two main ingredients in our proof.

1- We use the Voronoi type estimation of the following sum

\[
\sum_{n=1}^{\infty} d(n)e\left(\frac{nd}{q}\right).
\]  

(1.26)

The Voronoi type summation formulas extract a main term from the above sum and gives an error term involving Bessel functions and the multiplicative inverses of \( d \) in \( \mathbb{Z}/q\mathbb{Z} \). This estimate will help us to bring the Kloosterman sums into the picture.

2- We use the Kuznetsov formula to average the Kloosterman sums

\[
S(m,n;q) = \sum_{1 \leq x < q \atop (x,q)=1} e\left(\frac{mx+n\overline{x}}{q}\right)
\]  

(1.27)

with respect the parameter \( q \). The celebrated Weil bound implies that

\[
S(m,n;q) \leq d(q)\sqrt{\gcd(m,n,q)}\sqrt{q},
\]

however on average over \( q \) it is expected that

\[
S(m,n;q) \ll q^\varepsilon.
\]

Kuznetsov’s formula proves this for the smooth averaging over \( q \) and improves significantly what one obtains by Weil’s bound for non-smooth averaging. By using these tools we proved the following

**Theorem 1.10** (Aryan). *Let \( f \) be a smooth function supported on \([X, 2X] \times [X, 2X]\) satisfy-
\[ \frac{\partial^{i+j}}{\partial x^i \partial y^j} f(x, y) \ll \frac{1}{X^{i+j}}. \] (1.28)

For \( h \ll X^{1-\varepsilon} \), we have

\[ \sum_{am-n=h} d(m)d(n)f(am,n) = \text{Main term}(f,a,1) + O(X^{1/2 + \Theta + \varepsilon}), \] (1.29)

where \( \Theta \) comes from the Ramanujan-Petersson conjecture and the current best bound is \( \Theta \leq 7/64 \), due to Kim and Sarnak [49].

Note that the Main term has approximately order of magnitude \( X/a \).

The above is one of the beautiful applications of modular forms in a problem that originated in classical analytic number theory.
Chapter 2

Distribution of squares modulo a composite number

2.1 Introduction

In this chapter we are mainly concerned with the distribution of subsets of integers that are not additively structured, though we will also prove results for sets that are additively structured. We begin by studying squares, which is the model example of a non-additively structured set. We continue with more complicated non-additively structured sets. The final part will be the study of the higher central moments of \(s\)-tuples of reduced residues. The content of this chapter appeared in *International Mathematics Research Notices* [4].

The distribution of squares modulo \(q\)

For \(q\) square-free, we call an integer \(s\) a square modulo \(q\) when \(s\) is a square modulo \(p\) for all primes \(p\) dividing \(q\). Note that we count 0 as a square. Several authors have studied the distribution of spacings between squares modulo \(q\). For \(q\) prime, a theorem of Davenport [15] shows that the probability of two consecutive squares modulo \(q\) being spaced \(h\) units apart is asymptotically \(2^{-h}\) as \(q\) tends to infinity. For \(q\) square-free, Kurlberg and Rudnick [53] have shown that the distribution of spacings between squares approaches a Poisson distribution as \(\omega(q)\) tends to infinity, where \(\omega(q)\) is the number of distinct prime divisors of \(q\).

**Theorem 2.1** (Kurlberg and Rudnick). *Let \(□\) be the symbol that denotes the word square*
and let $I$ be an interval in $\mathbb{R}$ that does not contain zero. Then
\[
\frac{\#\{(x_1, x_2) : x_1 - x_2 \in 3I : x_1, x_2 \text{ are } \square \text{ modulo } q\}}{\#\{x : x \text{ is a } \square \text{ modulo } q\}} = |I| + O\left(\frac{1}{s^{1-\varepsilon}}\right). \tag{2.1}
\]

Note that $\bar{s}$ is the mean spacing in the set of squares modulo $q$ and the “probability” of a random integer being a square modulo $q$ is $1/\bar{s}$, which approximately is $1/2^{\omega(q)}$. The results we prove in this chapter are, more or less, in the spirit of papers written by Montgomery and Vaughan [60] and Hooley [40, 41, 42]. These articles answer Erdős’ question in [23] regarding the gaps between consecutive reduced residues. The reduced residues modulo $q$ are the integers $a_i, 1 = a_1 < a_2 < \ldots < a_{\phi(q)} < q$, that are relatively prime to $q$. Erdős [23] proposed the following conjecture for the second moment of the gap between consecutive reduced residues: For $\lambda = 2$ we have
\[
V_\lambda(q) = \sum_{i=1}^{\phi(q)} (a_{i+1} - a_i)^\lambda \ll qP^{1-\lambda}, \tag{2.2}
\]

where $P = \phi(q)/q$ is the “probability” that a randomly chosen integer is relatively prime to $q$. Hooley [40] showed that (2.2) holds for all $0 < \lambda < 2$. For $\lambda = 2$, Hausman and Shapiro [33] gave a weaker bound than (2.2). Finally, Montgomery and Vaughan [60] succeeded in proving the conjecture, showing that (2.2) holds for all $\lambda > 0$. The key ingredient in the proof of the results of [40] and [33] is the variance of the random variable

$$R_h(n) = \#\{m \in [n, n+h] : m \text{ is a reduced residue modulo } q\}.$$
integer chosen uniformly at random in \( \{1, 2, \ldots, q\} \), and define \( X_h \) by

\[
X_h(n) = \#\{s \in [n, n+h] : s \text{ is a } \square \text{ modulo } q\}.
\]

**Theorem 2.2.** Let \( q \) be a square-free number and \( P = \phi(q)/q \). Then as an upper bound we have

\[
\frac{1}{q} \sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} 1 - \frac{h}{2\omega(q)P} \right)^2 \leq \frac{h}{2\omega(q)P} \prod_{p|q} \left(1 + \frac{1}{\sqrt{p}} \right),
\]

and as a lower bound we have

\[
\frac{h}{4^{\omega(q)}P} \sum_{r^2+h^2 \equiv r \pmod{q}} \left(1 - \frac{3}{\sqrt{p}} \right) \ll \frac{1}{q} \sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} 1 - \frac{h}{2\omega(q)P} \right)^2.
\]

Moreover, if the prime divisors of \( q \) are all congruent to 3 modulo 4 then we have the sharper bound

\[
\frac{1}{q} \sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} 1 - \frac{h}{2\omega(q)P} \right)^2 \leq \frac{h}{2^{\omega(q)}P^2}.
\]

**Remark 2.3.** Note that in (2.3), \( \prod_{p|q}(1 + p^{-1/2}) \ll 2^{\omega(q)} \) which is much smaller than \( 2^{\omega(q)} \) for large \( \omega(q) \). For the mean of \( X_h \), we have \( \mathbb{E}(X_h) = \frac{h}{2^{\omega(q)}P} \) and therefore the left hand side of (2.3) is equal to the variance of \( X_h \), which we denote by \( \text{Var}(X_h) \). Consequently, Theorem 2.2 implies the following upper bound:

\[
\text{Var}(X_h) \leq \prod_{p|q} \left(1 + \frac{1}{\sqrt{p}} \right) \cdot \mathbb{E}(X_h),
\]

whereas the trivial upper bound is

\[
\text{Var}(X_h) \leq \mathbb{E}(X_h)^2.
\]

**Remark 2.4.** Theorem 2.12 yields non trivial bound when \( h \geq 2^{\omega(q)}P \). This is the case that
there is a possibility of cancellation in

$$\sum_{m \equiv 1 \mod q}^{h} 1 - \frac{h}{2^{\varrho(q)} P}.$$  

Remark 2.5. Let $N$ be the set of quadratic non-residues modulo a prime $p$. The reason for the better bound (2.5) is that, when $p \equiv 3 \mod 4$, the size of the Fourier coefficient $\sum_{n \in N} e(n/p)$ of $N$, is smaller than when $p \equiv 1 \mod 4$.

In 1936 Cramer [14], assuming the Riemann hypothesis (RH), showed the following result concerning the average gap between consecutive primes:

$$\sum_{p_n < x} (p_{n+1} - p_n)^2 \ll x(\log x)^{3+\varepsilon}. \quad (2.6)$$

This bound was the inspiration of Erdős’ conjecture (2.2). Using Theorem 2.2, we prove an analogous result for gaps between squares.

**Corollary 2.6.** Let $s_i$ be the squares modulo $q$ in increasing order. Then

$$\frac{1}{q} \sum_{s_i < q} (s_{i+1} - s_i)^2 \ll 2^{\varrho(q)} P (\log q) \prod_{p|q} \left(1 + \frac{1}{\sqrt{p}}\right). \quad (2.7)$$

Remark 2.7. It seems plausible that the factor $\prod_{p|q} (1 + p^{-1/2})$ can be removed from the right hand side of (2.7). Also, it seems difficult to estimate the higher moments in Corollary 0.1. Indeed, in the simple case where $q$ equals a prime number $p$, a good estimation of the higher moments would imply that the gap between two consecutive quadratic residues is less than $p^{\varphi(1)}$. Note that the best known bound obtained by Burgess [9] is $p^{1/4+o(1)}$.

An important property of the squares that we use in the proof of Theorem 2.2 is the following: For $a \neq 0$ modulo $p$ we have

$$\left| \sum_{s \equiv \square \mod p} e\left(\frac{s a}{p}\right) \right| \ll \sqrt{p}. \quad (2.8)$$
In the language of Fourier Analysis, this property means that all of the non-trivial Fourier coefficients of the set of squares have square root cancellation. In the context of this chapter we denote the property of having small Fourier coefficient as being “non-additively structured”. In the next section we generalize Theorem 2.2 for all the sets that are not additively structured. We also use similar ideas to study a problem related to additive combinatorics which is known as the inverse conjecture for the large sieve.

**Relation with the inverse conjecture for the large sieve**

In this section we consider the inverse conjecture for the large sieve. We also introduce the notions of “additively structured” and “non-additively structured” sets and study the distribution of these sets. Based on these ideas we formulate a refined version of the inverse conjecture. Roughly speaking, we say that a subset of $\mathbb{Z}/p\mathbb{Z}$ is not additively structured if all of its non-trivial Fourier coefficients have square root cancellation. On the other hand, being additively structured means there exist at least one large Fourier coefficient. Having a large Fourier coefficient is equivalent to saying that the set has many quadruples $(x_1, x_2, x_3, x_4)$ such that $x_1 + x_2 = x_3 + x_4$, which explains the reason for choosing the “additive structure” terminology.

Let $A$ be a finite set of integers with the property that the reduced set $A \pmod{p}$ occupies at most $(p + 1)/2$ residue classes modulo $p$ for every prime $p|q$. In other words, for $p|q$ and $\Omega_p \subseteq \mathbb{Z}/p\mathbb{Z}$ with $|\Omega_p| = (p - 1)/2$, $A$ is obtained by sieving $[1,X]$ by all the congruence classes in $\Omega_p$. The inverse problem for the large sieve is concerned with the size of $A$ (see [38]). In the case where $q$ is equal to the product of all primes less than $\sqrt{X}$, using the large sieve inequality one can show that $|A| \ll \sqrt{X}$. The following is the formulation of the conjecture by Green [30].

**Conjecture 2.8 (Inverse conjecture for the large sieve).** For every prime number $p < \sqrt{X}$, let $\Omega_p \subseteq \mathbb{Z}/p\mathbb{Z}$ with $|\Omega_p| = (p - 1)/2$. Let $A \subseteq \{1, 2, \ldots, X\}$ be the set obtained by sieving
out the residue classes in $\Omega_p$ for $p < X$. Then $|A| \ll X^{\varepsilon}$ unless $A$ is contained in the set of values of a quadratic polynomial $f(n) = an^2 + bn + c$, with the possible exception of a set of size $X^{\varepsilon}$.

Remark 2.9. This has been stated informally in the literature as follows. If the size of $A$ is not too small then $A$ should possess an “algebraic” structure. The problem with this statement is that a formal definition for possessing an “algebraic” structure has not been given. Although it seems that any set with “algebraic” structure is not additively structured, the reverse may not be true.

Here our aim is to look at this problem from the distributional aspect. We consider $A$ to be a subset of an interval larger than the interval $[1, X]$. We fix $A$ to be a subset of $\{1, 2, \ldots, q\}$. This set shall be defined by sieving out congruence classes in $\Omega_p$ for all $p | q$, $|\Omega_p| = (p - 1)/2$. Next we let $n$ be an integer picked uniformly at random in $\{1, 2, \ldots, q\}$, and define the random variable $\mathcal{Y}_h$ by

$$\mathcal{Y}_h(n) = |[n, n+h] \cap A|.$$  \hspace{1cm} (2.9)

Since $|\Omega_p| = (p - 1)/2$, the Chinese Remainder Theorem implies that

$$|A| = \prod_{p | q} \left(\frac{p + 1}{2}\right).$$

**Question:** How is $A$ distributed modulo $q$?

We will prove a result which shows that if for all $p | q$, $\Omega_p$ is not additively structured, then $A$ is well distributed. In the other direction we show some partial results in the case that $\Omega_p$ is additively structured. The latter result indicates that $A$ is far from being well distributed. To make the notion of being well distributed more clear in the context of this chapter, let $A \subseteq [1, q]$ and define $\text{Prob}(x \in A) = |A|/q$. We say that $A$ is well distributed if any interval of length $h$ inside $[1, q]$, contains $h|A|/q(1 + o(1))$ elements of $A$.  
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Now we introduce the notion of a set that is “not additively structured”. We describe this using the example of squares. In this case $\Omega_p$ is the set of non-quadratic residues modulo $p$. In other words in order to end up with squares after sieving, we need to sieve out integers congruent to non-quadratic residues modulo each prime $p|q$. Inspired by the property of squares mentioned in the Equation (2.8), we have the following definition.

**Definition 2.10 (Not additively structured).** For $p$ a prime number we say that $\Omega_p \subseteq \mathbb{Z}/p\mathbb{Z}$ is not additively structured if for all $a \neq 0$ modulo $p$,

$$\left| \sum_{x \in \Omega_p} e\left(\frac{ax}{p}\right) \right| < c_p \sqrt{p},$$  \hspace{1cm} (2.10)

where $c_p$ depends on $p$ and satisfies $c_p \ll \log p$.

We will give two examples of sets that are not additively structured.

**Example 1.** By using the following theorem of Weil we can show that the image of a polynomial $P$ is not additively structured under the following condition: For every $y \in \text{Im}(P)$ the equation $P(x) = y \pmod{p}$ has the same number of solutions, with the exception of a subset $E$ of the image with $|E| \ll \sqrt{p}$.

**Theorem 2.11 (Weil).** Let $P \in \mathbb{Z}[X]$ be a polynomial of degree $d > 1$. Let $p$ be a prime such that $\gcd(d,p) = 1$. Then we have

$$\left| \sum_{x \pmod{p}} e\left(\frac{P(x)}{p}\right) \right| < (d-1)\sqrt{p}.$$  \hspace{1cm} (2.11)

**Example 2.** Another example of a set that is not additively structured is

$$\Omega_{K,p} := \{x + y : 1 \leq x, y \leq p - 1 \text{ and } xy \equiv 1 \pmod{p}\}.$$  \hspace{1cm} (2.12)

This can be shown by using the Weil bound [68] on Kloosterman sums. The size of $\Omega_{K,p}$ is
One open problem regarding this asks about existence of small residue classes with small reciprocal. More precisely let

\[ M_p := \min_{x \neq 0 \mod p} \left\{ \max\{x, x^{-1}\} \right\}. \tag{2.13} \]

Then the question is how small can \( M_p \) be? As an application of the Weil bound on Kloosterman sums one can show that \( M_p \leq 2(\log p)p^{3/4} \) (see [37]). It seems natural to conjecture that \( M_p \leq p^{1/2+\epsilon} \). In fact Tao [65] even suggested that \( M_p = O(p^{1/2}) \) might be possible. Using Theorem 2.12 one can show that there exist \( x \mod p \) such that

\[ x + x^{-1} \mod p \leq p^{1/2+\epsilon}. \tag{2.14} \]

For such \( x \) if \( x + x^{-1} < p \), then (2.14) would imply the conjectural bound for \( M_p \). However if \( x + x^{-1} \geq p \), then (2.14) does not give any useful information. Thus it would be interesting to look at the distribution of the set

\[ \Omega'_{K,p} := \{ x + x^{-1} : 1 \leq x, x^{-1} \leq p - 1 \text{ and } x + x^{-1} < p \}. \tag{2.15} \]

If \( \Omega'_{K,p} \) were not additively structured then it would imply the conjectural bound for \( M_p \). However in Theorem 2.20, we will show that this is not the case and \( \Omega'_{K,p} \) is not well distributed modulo \( p \). Consequently one way to attack the conjectural bound on \( M_p \) would be to find a proper subset of \( \Omega'_{K,p} \) which is not additively structured. Another way would be to add certain elements to \( \Omega'_{K,p} \) in order to make a set that is not additively structured.

We show that if \( \Omega_p \) is not additively structured then \( A \) is well distributed.

**Theorem 2.12.** Let \( \mathcal{G}_h \) be as (2.9). Then if \( \Omega_p \) is not additively structured i.e., satisfies
(2.10) and \(|\Omega_p| = (p - 1)/2\), then we have

\[
\frac{1}{d} \sum_{n=0}^{q-1} \left( \sum_{m \in [n,n+h]} 1 - h \prod_{p \mid q} \left( \frac{p+1}{2} \right) \right)^2 \ll h \prod_{p \mid q} \left( \left( \frac{p+1}{2p} \right)^2 + c_p^2 \right),
\]

(2.16)

or equivalently

\[
\text{Var}(\mathcal{F}_h) \ll E(\mathcal{F}_h) \prod_{p \mid q} \left( \frac{p+1}{2p} + \frac{2c_p^2}{p+1} \right),
\]

(2.17)

where \(c_p\) is the constant in (2.10).

Remark 2.13. Note that \(c_p\) can never be too small. In fact one can get a lower bound \(c_p > 1/2\). As a result the right hand side of (2.16) is always bigger than \(h/2^{\omega(q)}\).

Remark 2.14. Note that the trivial upper bound on \(\text{Var}(\mathcal{F}_h)\) is \(E(\mathcal{F}_h)^2\). In section 3 we prove a more general result without the restriction \(|\Omega_p| = (p - 1)/2\) (see Lemma 2.24).

Remark 2.15. By taking \(\Omega_p\) equal to the set of quadratic non-residues in Theorem 2.12, we obtain Theorem 2.2.

Returning to the inverse conjecture for the large sieve, Green and Harper [31] proved the conjecture when \(\Omega_p\) is an interval and gave a non-trivial result when \(\Omega_p\) has certain additive structure. This brings us to the definition of a set with additive structure.

**Definition 2.16 (Additively structured).** For \(p\) a prime number we say that \(\Omega_p \subseteq \mathbb{Z}/p\mathbb{Z}\) is additively structured if there exist \(a \neq 0\) modulo \(p\),

\[
\left| \sum_{x \in \Omega_p} e\left( \frac{ax}{p} \right) \right| \geq C_p p,
\]

(2.18)

where \(C_p\) depends on \(p\) and here we consider \(C_p \gg \log^{-1} p\).

Remark 2.17. Note that additively structured is the extreme opposite of not additively structured, since the opposite of not additively structured means every set has a Fourier coeffi-
cient just bigger than $p^{1/2+\epsilon}$, while being additively structured means there exists a Fourier coefficient bigger than $p^{1-\epsilon}$.

Let $\Omega_p = \{0, 2, 4, \ldots, p - 1\}$, for all $p | q$. Note that this set is additively structured since for $a = (p + 1)/2$ we have

$$\left| \sum_{x \in \Omega_p} e\left(\frac{xa}{p}\right) \right| = \left| \frac{e\left(\frac{1}{2p}\right) + 1}{e\left(\frac{1}{p}\right) - 1} \right| \geq \frac{p}{\pi}.$$ 

For the set $A$ we prove a result which shows that $A$ is far from being well distributed.

**Theorem 2.18.** Let $\Omega_p = \{0, 2, 4, \ldots, p - 1\}$ and $\mathcal{Y}_h$ be as (2.9). Assume $q = p_1, \ldots, p_{\lfloor \log X \rfloor}$, where $X < p_i < 2X$ and $|p_2 - p_1| \ll \log p_1$. Then for every integer $h < \frac{X^2}{\log X}$ we have that

$$\frac{1}{q} \sum_{n=0}^{q-1} \left( \sum_{\substack{m \in [n, n+h] \mod q \atop m \in \Omega_p \mod p \atop \forall p | q}} 1 - h \prod_{p | q} \left( \frac{p + 1}{2p} \right) \right)^2 \gg \left( \frac{h}{2^{\omega(q)} p} \right)^2,$$

or equivalently

$$\text{Var}(\mathcal{Y}_h) \gg E(\mathcal{Y}_h)^2.$$ 

Theorem 2.12 shows a connection between non-additive structure in sets $\Omega_p$ and well distribution of $A$. Theorems 2.18 shows a connection between the additive structure of the sets $\Omega_p$ and $A$ not being well distributed. Recall that $A$ is obtained by sieving out the congruence classes in $\Omega_p$. In the inverse conjecture for the large sieve, there is a similar connection between the size of the sifted set and the additive structure of $\Omega_p$. More precisely, if the size of the sifted set $A$ is not too small, then $A$ is the image of a quadratic polynomial and from Example 1 we know that the image of a quadratic polynomial is not additively structured. Thus if the size of $A$ is large then $A$ is not additively structured. Inspired by this observation it seems natural to refine the inverse conjecture for the large sieve in terms of the additive
structure of $A$. Now we state our conjecture.

**Conjecture 2.19.** Let $A$ be the subset of $[1, X]$ obtained by sieving out congruence classes in $\Omega_p$ for $p < X^{1/2}$. Moreover assume that for each $p$, $\Omega_p$ is additively structured i.e. $\Omega_p$ has the property that there exist $a \neq 0$ modulo $p$ such that

$$\left| \sum_{x \in \Omega_p} e\left(\frac{ax}{p}\right) \right| \gg C_p,$$

with $C_p \gg \log^{-1} p$. Then $|A| \ll X^\varepsilon$.

Harper and Green [31] proved a non-trivial bound for the size of $A$ in the above conjecture. They proved that if $\Omega_p$ has many quadruples $(x_1, x_2, x_3, x_4)$ such that $x_1 + x_2 = x_3 + x_4$, then there exists $c > 0$ such that $|A| \ll X^{1/2-c}$. Note that the quadruple condition is equivalent to $\Omega_p$ having a large Fourier coefficient. (Larger than $p^{1-\varepsilon}$.)

To finish this part of the article we state a result regarding the distribution of $\Omega_p^{'}K$ from Example 2. Note that

$$|\Omega_p^{'}K| = \begin{cases} \frac{p+1}{4} & \text{if } p \equiv 3 \mod 4, \\ \frac{p-1}{4} & \text{if } p \equiv 1 \mod 4. \end{cases} \quad (2.19)$$

**Theorem 2.20.** Let $\Omega_p^{'}K$ be as in (2.15). Then for $h < p/2$ we have

$$\frac{1}{p} \sum_{n=0}^{p-1} \left( \sum_{m \in [n, n+h]} \sum_{m \in \Omega_p^{'}K} 1 - \frac{h}{p} |\Omega_p^{'}K| \right)^2 \gg h^2. \quad (2.20)$$

In the last part of this article we study the distribution of $s$-tuples of reduced residues. Although the following theorem is independent than previous results, the techniques are very
similar. In particular Lemma 2.23 will be applied in all theorems.

Higher central moments for the distribution of $s$-tuples of reduced residues

Let

$$\mathcal{D} = \{h_1, h_2, \ldots, h_s\},$$

and $\nu_p(\mathcal{D})$ be the number of distinct elements in $\mathcal{D}$ mod $p$. We call $\mathcal{D}$ admissible if $\nu_p(\mathcal{D}) < p$ for all primes $p$. We call $(a + h_1, \ldots, a + h_s)$ an $s$-tuple of reduced residues if each element $a + h_i$ is coprime to $q$. In our previous results we were only able to calculate the variance and could not obtain any estimate for higher moments. The reason for this, in a sieve-theoretic language, is that when $|\Omega_p| = (p - 1)/2$, as $q$ tends to infinity the dimension of the sieve also tends to infinity. However, if we fix our admissible set and look at the distribution of $s$-tuples of reduced residues, then the dimension stays bounded and consequently we are able to derive results for higher moments. Let $k_q(m)$ be the characteristic function of reduced residues, that is to say

$$k_q(m) = \begin{cases} 1 & \text{if } \gcd(m, q) = 1, \\ 0 & \text{otherwise}. \end{cases}$$

The generalization of Erdős’ conjecture, i.e.

$$V_2^\mathcal{D}(q) = \sum_{\substack{(a_i + h, q) = 1 \\ h_j \in \mathcal{D}}} (a_{i+1} - a_i)^2 \ll qP^{-s}, \quad (2.21)$$

concerns the gap between $s$-tuples of reduced residues. In order to prove the generalization of Erdős’ conjecture (see [23] and [3]), the author in [3] studied the $k$-th moment of the
distribution of the $s$-tuples of reduced residues: Let

$$M_D^k(q,h) := \sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n+m+h_1) \ldots k_q(n+m+h_s) - h \prod_{p|q} \left( 1 - \frac{\nu_p(D)}{p} \right) \right)^k.$$ 

In the case $s = 1$, i.e. $D = \{0\}$, and $k < 2$ this was studied by Hooley [40] who found an upper bound for $M_2^{(0)}(q,h)$. Hausman and Shapiro [33] gave an exact formula for $M_2^{(0)}(q,h)$. Their formula immediately gives the upper bound $M_2^{(0)}(q,h) \leq qhP$. Finally, for a fixed natural number $k$, Montgomery and Vaughan [60] showed

$$M_k^{(0)}(q,h) \leq q(hP)^{k/2} + qhP.$$  \hspace{1cm} (2.22)

For a fixed admissible set $D$ it was proven in [3] that

$$M_k^D(q,h) \ll_{s,k} qh^{k/2}P^{-2ks+ks}.$$  \hspace{1cm} (2.23)

This was enough to get the generalization of Erdős’ conjecture, however the method failed to get bounds as strong as (2.22). In the last section of this chapter we improve (2.23).

**Theorem 2.21.** Let $P = \phi(q)/q$. For $h < \exp\left( \frac{1}{kP^{1/s}} \right)$, we have

$$M_k^D(q,h) \ll_{s,k} q(hP^s)^{k/2}$$  \hspace{1cm} (2.24)

and in general

$$M_k^D(q,h) \ll_{s,k} qh^{k/2}P^{sk-s^2k}.$$  \hspace{1cm} (2.25)

**Remark 2.22.** Note that (2.24) is the best possible upper bound and it matches the upper bound derived from probabilistic estimates (see [3, Lemma 2.1]).

The open question that remains here is whether or not the bound (2.25) is sharp. In other
2.2. MAIN ESTIMATE

words, is there an admissible set $\mathcal{D}$ such that for $h \geq \exp\left(\frac{1}{kP^{1/2}}\right)$, we have

$$M_k^\mathcal{D}(q,h) \gg_{s,k} qh^{k/2}p^{s^2k - s^2/2}.$$  

**Notation**

Throughout the chapter we use the symbol □ as an abbreviation for the word “square”. For example, “$a$ is a □ modulo $q$” reads “$a$ is a square modulo $q$”. Also, for functions $g(x)$ and $h(x)$, we use interchangeably Landau’s and Vinogradov’s notation $g(x) = O(h(x))$, $g(x) \ll h(x)$ or $h(x) \gg g(x)$ to indicate that there exists a constant $C > 0$ such that $|g(x)| \leq C|h(x)|$ for all $x$. We use subscripts such as $\ll_{s,k}$ to indicate that the constant $C$ may depend on parameters $s, k$. We let $\phi$ denote the Euler’s totient function, defined by $\phi(q) = \#\{1 \leq n \leq q : (n,q) = 1\}$. We also write $P = \phi(q)/q$ and we let $+_\mathbb{Z}$ denote the addition in $\mathbb{Z}$, as opposed to modular addition.

2.2 Main estimate

In this section we prove an exponential identity for the indicator function of $s$-tuples of reduced residues.

**Lemma 2.23.** Let $\mathcal{D} = \{h_1, \ldots, h_s\}$ be an admissible set. For square-free integers $q$ we have

$$k_q(m+h_1) \ldots k_q(m+h_s) = P_\mathcal{D} \sum_{r \mid q} \mu(r) \sum_{s \in \mathcal{D}_r} e\left(\frac{ma}{r} \right) \mu_\mathcal{D}(a,r),$$

where

$$\mu_\mathcal{D}(a,r) = \prod_{p \mid r} \left( \sum_{s \in \mathcal{D}_p} e\left(\frac{sa(r/p)_p^{-1}}{p}\right) \right),$$

$$\phi_\mathcal{D}(r) = \prod_{p \mid r} (p - \nu_p(\mathcal{D})),$$

$$P_\mathcal{D} = \prod_{p \mid q} \left( \frac{p - \nu_p(\mathcal{D})}{q} \right),$$

$(r/p)_p^{-1}$ is the inverse of $r/p$ in $(\mathbb{Z}/p\mathbb{Z})^*$, and $\mathcal{D}_p$ consists of the reduction of elements of
D modulo p.

Proof. The starting point in the method of Montgomery and Vaughan [60] is to use the following Fourier expansion of the indicator function of reduced residues:

\[ k_q(m) = \sum_{r \mid q} \mu(r) \sum_{0 \leq b < r} e\left( \frac{b}{r} \right). \]

Using this expansion, we deduce that

\[
\prod_{i=1}^{s} e\left( \frac{m_a}{r} \right) \sum_{r \mid q} \mu(r) \prod_{i=1}^{s} e\left( \frac{h_i a_i}{r_i} \right).
\]

We fix \( a, r \) and therefore it is enough to show that

\[
\sum_{r \mid q} \frac{\mu(r_1) \cdots \mu(r_s)}{r_1 \cdots r_s} \sum_{0 < a_i \leq r_i} e\left( \frac{\sum h_i a_i}{r_i} \right) = P_{\Phi_D(r)} \prod_{p \mid r} \left( \sum_{s \leq 2p} e\left( \frac{sa(r/p)^{-1}}{p} \right) \right).
\]

To show this, note that we can write

\[
\frac{a}{r} \equiv \sum_{p \mid q} \frac{a_p}{p} \pmod{1}
\]

uniquely where \( 0 \leq a_p < p \). Fixing \( p_0 \mid r \), we have that

\[
\frac{a}{r} \cdot \frac{r}{p_0} \equiv \frac{a}{p_0} \equiv \frac{a_p}{p_0} \left( \frac{r}{p_0} \right) \pmod{1},
\]
hence $a \equiv a_{p_0} \left( \frac{r}{p_0} \right) \pmod{p_0}$. Since $q$, and consequently $r$, are square-free, $(\frac{r}{p_0}, p_0) = 1$, so for $a_{p_0} \neq 0$, we have that $a_{p_0} \equiv a \left( \frac{r}{p_0} \right)^{-1} \pmod{p_0}$. Using (2.27), we can write the left hand side of the (2.26) in terms of the prime divisors of $q$. Therefore (2.26) is equal to

$$\prod_{p | q} \sum_{q_i | p} \mu(q) \ldots \mu(q_s) \sum_{0 \leq a_i < q_i} e \left( \frac{a}{q_i} \right) \cdot e \left( \sum_{i=1}^{s} h_i \frac{a_i}{q_i} \right).$$

To simplify the condition $\sum a_i / q_i = a_p / p$, we write

$$\sum_{0 \leq a_i < q_i} e \left( \frac{a}{q_i} \right) = \sum_{0 \leq a_i < q_i} e \left( \frac{a}{q_i} \right) - \frac{a}{q_i} \cdot e \left( \sum_{i=1}^{s} h_i \frac{a_i}{q_i} \right).$$

Therefore (2.26) is equal to

$$\prod_{p | q} \sum_{q_i | p} \mu(q) \ldots \mu(q_s) \sum_{0 \leq a_i < q_i} e \left( \frac{a}{q_i} \right) \cdot e \left( \sum_{i=1}^{s} h_i \frac{a_i}{q_i} \right).$$

The last equality holds since $a_p = 0$ for $p \nmid r$, and for $a_p \neq 0$ we have that

$$\sum_{0 \leq a_i < q_i} e \left( \frac{a_p}{q_i} \right) = - \sum_{s \in \mathcal{D}_p} e \left( \frac{s}{p} \right).$$

This completes the proof of the lemma.
### 2.3 Distribution of squares modulo \( q \)

In this section we are going to prove Theorem 2.12 and Corollary 2.6. Before proceeding with the proof we derive a formula for the left hand side of (2.3). For \( q \) square-free, \( x \) is a square modulo \( q \) if and only if \( x \) is a square modulo \( p \) for all primes \( p \) dividing \( q \).

For each \( p \) which divides \( q \), let \( D_p := \{h_{1,p}, \ldots, h_{\nu_p,p}\} \). By the Chinese Reminder Theorem there exists a set \( D = \{h_1, \ldots, h_s\} \), such that \( D \) modulo \( p \) is equal to \( D_p \), for all \( p | q \).

For instance let \( h_1, h_2, \ldots h_s \) to be uniquely selected to satisfy the following congruences \( h_i \equiv h_{i,p} \mod p \), for all \( p | q \). In the case that \( i > \nu_p \) and therefore \( h_{i,p} \) does not exist, we take \( h_{i,p} \) to be equal \( h_{\nu_p,p} \). This explains how we can construct the set \( D \).

Now if

\[
k_q(m + h_1) \ldots k_q(m + h_s) = 1,\]

then \( m \not\equiv -h_{i,p} \mod p \), for \( 1 \leq i \leq \nu_p \) and for all \( p \) dividing \( q \). We now let

\[
D_p = \{-n_1, \ldots, -n_{\frac{p-1}{2}}\}, \tag{2.28}
\]

where \( n_i \)'s are quadratic non-residues modulo \( p \). From \( k_q(m + h_1) \ldots k_q(m + h_s) = 1 \), it follows that \( m \) is a square modulo \( q \). Using Lemma 2.23 we have that

\[
k_q(m + h_1) \ldots k_q(m + h_s) = \prod_{p | q} \frac{p+1}{2} \sum_{r | q} \frac{\mu(r)}{\prod_{p | r} \frac{p+1}{2}} \sum_{a \leq r \atop (a,r)=1} e\left(m \frac{a}{r}\right) \mu_D(a,r)
\]

\[
= \frac{1}{2^{\omega(q)}} \sum_{r | q} \frac{\mu(r)}{\prod_{p | r} \frac{p+1}{2}} \sum_{a \leq r \atop (a,r)=1} e\left(m \frac{a}{r}\right) \mu_D(a,r), \tag{2.29}
\]
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where $P = \frac{\phi(q)}{q}$. Summing this from $m = n + 1$ to $n + h$ and then subtracting the term corresponding to $r = 1$ we have

$$
\sum_{m=n+1}^{n+h} k_q(m + h_1) \ldots k_q(m + h_s) - \frac{h}{2^{\omega(q)} P}
$$

where

$$
E(x) = \sum_{m=1}^{h} e(mx).
$$

We square (2.30) and sum from $n = 1$ to $q$ to obtain

$$
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n + m + h_1) \ldots k_q(n + m + h_s) - \frac{h}{2^{\omega(q)} P} \right)^2 =
$$

$$
\frac{q}{4^{\omega(q)} P^2} \sum_{r_1, r_2 \mid q} \frac{\mu(r_1) \mu(r_2)}{\prod_{r \mid p} (p + 1)} \sum_{a < r \mid (a, r) = 1} E \left( \frac{a_1}{r_1} \right) E \left( \frac{a_2}{r_2} \right) \mu_D(a_1, r_1) \mu_D(a_2, r_2).
$$

Now we are prepared to prove the Theorem 2.2.

**Proof of Theorem 2.2.** From the condition $\frac{a_1}{r_1} + \frac{a_2}{r_2} \in \mathbb{Z}$ in (2.31) it follows that $r_1 = r_2$ and $a_2 = r - a_1$, thus we have

$$
\sum_{n=0}^{q-1} \left( \sum_{n+m \equiv \square \mod q} 1 - \frac{h}{2^{\omega(q)} P} \right)^2 = \frac{q}{4^{\omega(q)} P^2} \sum_{r_1, r_2 \mid q} \frac{4^{\omega(r)}}{\prod_{r \mid p} (p + 1)} \sum_{a < r \mid (a, r) = 1} \left| E \left( \frac{a}{r} \right) \mu_D(a, r) \right|^2.
$$

Now, we need to bound $\mu_D(a, r)$. For each $n_i$ in $\mathcal{D}_p$ in (2.28), employing the Legendre symbol

$$
\left( -n_i a(r/p)^{-1} \right) = -\left( \frac{-1}{p} \right) \left( \frac{a}{p} \right) \left( \frac{r/p}{p} \right)^{-1}.
$$
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Since $a \neq 0$ the sequence $\{-n_i a(r/p)^{-1}\}$ is either the sequence of quadratic residues or the sequence of quadratic non-residues modulo $p$. Using the Gauss bound for exponential sums over quadratic residues (respectively non-residues) [16, Page 13]

$$\left| \sum_i e\left(\frac{n_i a(r/p)^{-1}}{p}\right) \right| = \begin{cases} \frac{\sqrt{p} - 1}{2} & \text{if } \left(\frac{-a(r/p)^{-1}}{p}\right) = -1, \\ \frac{\sqrt{p} + 1}{2} & \text{otherwise}, \end{cases} \quad (2.33)$$

if $p \equiv 1 \pmod{4}$ and

$$\left| \sum_i e\left(\frac{n_i a(r/p)^{-1}}{p}\right) \right| = \frac{\sqrt{p} + 1}{2} \quad (2.34)$$

if $p \equiv 3 \pmod{4}$. Consequently, for $a \neq 0$,

$$\prod_{p|\gamma} \frac{\sqrt{p} - 1}{2} \leq |\mu_D(a, r)| \leq \prod_{p|\gamma} \frac{\sqrt{p} + 1}{2}. \quad (2.35)$$

Using this in (2.32) we have the upper bound

$$\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} \frac{1 - \frac{h}{2^{\omega(q)p}}}{(p+1)^2} \right)^2 \leq \frac{q}{4^{\omega(q)p}p^2} \sum_{r|q, p} \frac{(\sqrt{p} - 1)^2}{(p+1)^2} \sum_{a<r, (a,r)=1} E\left(\frac{a}{r}\right)^2, \quad (2.36)$$

and the lower bound

$$\frac{q}{4^{\omega(q)p}p^2} \sum_{r|q} \prod_{p|r} \frac{(\sqrt{p} - 1)^2}{(p+1)^2} \left| E\left(\frac{a}{r}\right) \right|^2 \leq \sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} \frac{1 - \frac{h}{2^{\omega(q)p}}}{(p+1)^2} \right)^2. \quad (2.37)$$

Using the bound([60, Lemma 4]),

$$\sum_{a<r, (a,r)=1} \left| E\left(\frac{a}{r}\right) \right|^2 < r \min(r, h), \quad (2.38)$$
and by employing this bound in (2.36) we have

\[
\sum_{n=0}^{q-1} \left( \sum_{n+m \equiv \square \mod q} 1 - \frac{h}{2^{\omega(q)} P} \right)^2 \leq \frac{q}{4^{\omega(q)} P} \prod_{p \mid q} \left( 2 + \frac{2p^{3/2} - p - 1}{p^2 + 2p + 1} \right) < \frac{q}{2^{\omega(q)} P} \prod_{p \mid q} \left( 1 + \frac{1}{\sqrt{p}} \right).
\]

For the lower bound, let \( r > h^2 \). Then we have

\[
\phi(r)h \ll \sum_{a < r \atop (a,r) = 1} \left| E\left( \frac{a}{r} \right) \right|^2.
\]

Therefore,

\[
\frac{q}{4^{\omega(q)} P} h \sum_{r > h^2 \atop p \mid q} \prod_{p \mid r} \left( 1 - \frac{3}{\sqrt{p}} \right) \ll \sum_{n=0}^{q-1} \left( \sum_{n+m \equiv \square \mod q} 1 - \frac{h}{2^{\omega(q)} P} \right)^2.
\]

**Proof of Corollary 2.6.** Let

\[
L(x) = \# \{ i : 1 \leq i \leq \prod_{p \mid q} \left( \frac{p+1}{2} \right) \text{ and } s_{i+1} - s_i > x \}.
\]

Then

\[
\sum_{s_i < q} (s_{i+1} - s_i)^2 = 2 \int_0^x L(y)dy. \tag{2.39}
\]

For \( y < 2^{\omega(q)} P^{-1} \log q \prod_{p \mid q} (1 + \frac{1}{\sqrt{p}}) \) we bound (2.39) trivially. To bound \( L(y) \) we note that if \( s_{i+1} - s_i > h \), then

\[
\sum_{n+m \equiv \square \mod q} 1 - \frac{h}{2^{\omega(q)} P} = - \frac{h}{2^{\omega(q)} P},
\]

for \( s_i \leq n \leq s_{i+1} - h \). Therefore we have

\[
\sum_{s_{i+1} - s_i > h} (s_{i+1} - s_i - h) \left( \frac{h}{2^{\omega(q)} P} \right)^2 \ll \sum_{n=0}^{q-1} \left( \sum_{n+m \equiv \square \mod q} 1 - \frac{h}{2^{\omega(q)} P} \right)^2. \tag{2.40}
\]
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Now if we take \( y = [h/2] \) then the left hand side of (2.40) is
\[
\gg L(y) y \left( \frac{y}{2^{\omega(q)}/p} \right)^2.
\]
Thus, by employing Theorem 2.2 we get the following bound:
\[
L(y) \ll \frac{2^{\omega(q)} (1 + 1/\sqrt{p})}{\sqrt{y^2}}.
\]
Applying this bound in the integral in (2.39) and the fact that for \( y > q \), \( L(y) = 0 \) completes the proof of the Corollary.

\[\square\]

### 2.4 The general case

In this section we will prove Theorems 2.12, 2.18 and 2.20. Let \( \Omega_p \subset \mathbb{Z}/p\mathbb{Z} \). We are interested in numbers less than \( q \) such that, modulo \( p \), they do not occupy any congruence classes in \( \Omega_p \), i.e. \( \{m \leq q : m \notin \Omega_p \mod p\} \). By the Chinese Remainder Theorem there exist \( \prod_{p|q} (p - |\Omega(p)|) \) such numbers. A natural question is to ask about their distribution modulo \( q \) (see [29]). Lemma 2.23 shows the connection between the distribution of these numbers and the exponential sum over elements in \( \Omega_p \). Let \( \mathcal{D} = \{h_1, \ldots, h_s\} \) be a set such that \( \mathcal{D}_p = \{-\omega : \omega \in \Omega_p\} \). If \( k_q(m + h_1) \ldots k_q(m + h_s) = 1 \), then \( m \) is not congruent to any member of \( \Omega_p \) modulo \( p \). Now we take a look at the distribution of these numbers. Observe that

\[
\sum_{m=1}^h k_q(m + h_1) \ldots k_q(m + h_s) = \prod_{p|q} \frac{p - |\Omega_p|}{p} \sum_{r|q} \mu(r) \sum_{a < r} E\left( a \frac{r}{r} \right) \mu_D(a, r).
\]  

(2.41)
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By a calculation similar to (2.31) we have

\[
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n + m + h_1) \ldots k_q(n + m + h_s) - h \prod_{p|q} \left( \frac{p - |\Omega_p|}{p} \right) \right)^2 = q \prod_{p|q} \left( \frac{p - |\Omega_p|}{p} \right)^2 \sum_{r|q} \left( \prod_{r>|p|} \frac{1}{p} \right)^2 \sum_{0<a<r \atop \langle a,r \rangle = 1} \left| E \left( \frac{a}{r} \right) \mu_D(a, r) \right|^2.
\]  

(2.42)

In the next lemma we bound the variance.

**Lemma 2.24.** Assume that for each \( p|q, |\Omega_p| = c'_p p \) with \( (p - |\Omega_p|) > p^{1/2+\varepsilon} \), and \( |\mu_D(a, p)| < c_p \sqrt{p} \), where \( c'_p < 1 \). Then we have that

\[
\sum_{n=0}^{q-1} \left( \sum_{m\in[n,n+h] \atop m \equiv \Omega_p \mod p \forall p|q} 1 - h \prod_{p|q} \left( \frac{p - |\Omega_p|}{p} \right) \right)^2 \leq qh \prod_{p|q} \left( (1 - c'_p)^2 + c_p^2 \right).
\]

**Proof.** Using the assumptions in Lemma 2.24 and (2.38) we have

\[
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n + m + h_1) \ldots k_q(n + m + h_s) - h \prod_{p|q} \left( \frac{p - |\Omega_p|}{p} \right) \right)^2 \ll q \prod_{p|q} \left( \frac{p - c'_p p}{p} \right)^2 \sum_{r|q} \prod_{r>|p|} \left( \frac{c_p}{1 - c'_p} \right)^2 = qh \prod_{p|q} \left( 1 - c'_p \right)^2 \sum_{r|q} \prod_{r>|p|} \left( \frac{c_p}{1 - c'_p} \right)^2.
\]

This completes the proof of the lemma.

Next we prove Theorem 2.18:

**Proof of Theorem 2.12.** This follows from Lemma 2.24 by taking \( c'_p = (p - 1)/2p \). Recall that \( c'_p = \frac{|\Omega_p|}{p} \).

Next we prove Theorem 2.18:
Proof of Theorem 2.18. Let \( \mathcal{D}^* = \{h_1, \ldots, h_s\} \) be an admissible set such that \( \mathcal{D}_p^* = -\Omega_p \in \{0, -2, \ldots, -(p-1)\} \). Let \( a_r = \sum_{p|r} a_p \), for \( a_p = \frac{p+1}{2} \). Since \( \mathcal{D}_p^* = \{0, 2, \ldots, p-1\} \), applying Lemma 2.23 we have that

\[
|\mu_{\mathcal{D}^*}(a, r)| = \prod_{p|r} \left| \sum_{s \in \mathcal{D}_p^*} e \left( \frac{sa_p}{p} \right) \right| = \prod_{p|r} \left| \frac{e \left( \frac{1}{2p} \right) + 1}{e \left( \frac{1}{p} \right) - 1} \right| \geq \prod_{p|r} \frac{p}{\pi}. \tag{2.43}
\]

Here, similar to the square case (section 2), we have \( P_{\mathcal{D}^*} = \frac{1}{2^{\omega(q)}} P \) and \( \phi_{\mathcal{D}^*}(r) = \prod_{p|r} \frac{p-1}{2} \). Consequently, using (2.43) we have, similarly to (2.29) and (2.32), that

\[
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n+m+h_1) \ldots k_q(n+m+h_s) - \frac{hP}{2^{\omega(q)}} \right)^2
\]

\[
= \frac{qp^2}{2^{2\omega(q)}} \sum_{r|q} \left( \frac{1}{\left( \prod_{p|r} \frac{p-1}{2} \right)^2} \right) \sum_{0<a \leq r} \left| E \left( \frac{a}{r} \right) \mu_{\mathcal{D}^*}(a, r) \right|^2
\]

\[
\geq \frac{qp^2}{2^{2\omega(q)}} \sum_{r|q} \frac{4^{\omega(r)} \phi(r)^2}{\phi(r)^2} \sum_{p|r} \left| E \left( \sum_{p|r} \frac{a_p}{p} \right) \mu_{\mathcal{D}^*}(a, r) \right|^2
\]

\[
\geq \frac{qp^2}{2^{2\omega(q)}} \sum_{r|q} \frac{4^{\omega(r)} r^2}{\phi(r)^2 \pi^{2\omega(r)}} \sum_{p|r} \left| E \left( \sum_{p|r} \frac{1}{2} \pm \frac{1}{2p} \right) \right|^2. \tag{2.44}
\]

Now, for \( r \) with an even number of distinct prime factors and \( \left\| \sum_{p|r} \frac{1}{p} \right\| \ll 1/h \), where \( \| \cdot \| \) denotes the distance to the nearest integer, we have

\[
\left| E \left( \sum_{p|r} \frac{1}{2} \pm \frac{1}{2p} \right) \right|^2 \gg h^2.
\]

Consequently (2.44) is

\[
\gg \frac{qp^2}{2^{2\omega(q)}} h^2 \sum_{r|q} \frac{4^{\omega(r)} r^2}{\phi(r)^2 \pi^{2\omega(r)}} \left\| \sum_{p|r} \frac{1}{p} \right\| \ll 1/h.
\]
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Now let \( r = p_1 p_2 \), with \( a_{p_1} = \frac{p_1 + 1}{2} \) and \( a_{p_2} = \frac{p_2 - 1}{2} \), we have

\[
\| \frac{p_1 + 1}{2p_1} + \frac{p_2 - 1}{2p_2} \| = \| \frac{1}{2p_1} - \frac{1}{2p_2} \| \ll \left| \frac{\log X}{X^2} \right| \ll \frac{1}{h},
\]

which implies that (2.44) is

\[
\gg \frac{q P^2}{2^{2\omega(q)} h^2}.
\]

Remark 2.25. We picked \( h = \frac{X^2}{\log X} \), so that the expectation of

\[
\#\{m \in (n, n+h) : m \not\in D_{p}^* \mod p, \text{ for all } p | q \} = h \prod_{p | q} \frac{p+1}{2p} = \frac{X^2 P}{2^{[\log X]} \log X}
\]

is greater than 1. This is important in order to have the possibility of cancellation inside

\[
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n+m+h_1) \ldots k_q(n+m+h_s) - \frac{hP}{2^{\omega(q)}} \right)^2.
\]

We complete this section with the proof of Theorem 2.20.

**Proof of Theorem 2.20.** We begin with giving the proof for equation (2.19). Recall that

\[
\Omega_{K,p} := \{ x + x^{-1} : 1 \leq x, x^{-1} \leq p - 1 \text{ and } x +_Z x^{-1} < p \},
\]

If \( x +_Z x^{-1} < p \) then \( (p - x) +_Z (p - x)^{-1} \geq p \), Therefore half of the congruence classes modulo \( p \) contribute to the size of \( \Omega_{K,p} \). Also, for \( y < p \) we have \( x +_Z x^{-1} = x^{-1} +_Z x = y \).

This means that each \( y \in \Omega'_{K,p} \) has a double multiplicity, with the exception of \( y \) equal to \( 1 + 1^{-1} \). Considering the fact that for \( p \equiv 1 \mod 4 \), there exists an \( x \) such that \( x^{-1} = p - x \), and therefore \( x + x^{-1} = p \). This completes the proof of equation (2.19).

Now let \( \Omega_{p} := \{-\omega : \omega \in \{0,1,\ldots,p-1\} \setminus \Omega'_{K,p} \} = \{\omega_1,\ldots,\omega_{|\Omega_p|}\} \). Using (2.19) we
have $|\Omega_p| = \frac{3}{4}p + O(\frac{1}{p})$. If $k_p(m + \omega_1)k_p(m + \omega_2)\ldots k_p(m + \omega_{|\Omega_p|}) = 1$, then $m \in \Omega_{K,p}$. We use (2.42) to transform the left hand side of (2.20), and we have

$$
\frac{1}{p} \sum_{n=0}^{p-1} \left( \sum_{m \in [n, n+h]} 1 - \frac{h}{p} |\Omega_{K,p}| \right)^2 \gg \frac{1}{p} \sum_{0 < a \leq p-1} \left| E \left( \frac{a}{p} \right) \mu_{\Omega_p}(a, p) \right|^2.
$$

To finish the proof of the theorem it is enough to show that $E(1/p) \mu_{\Omega_p}(1, p) \gg h$. Since $h < p/2$ we have that $|E(1/p)| \gg h$. For $\mu_{\Omega_p}$ we have

$$
\mu_{\Omega_p}(1, p) = \sum_{x \in \Omega_p} e \left( \frac{x}{p} \right).
$$

Recall that $\Omega_{K,p}, \Omega_{K,p}'$ are defined by (2.12) and (2.15). Therefore if $-\omega \in \Omega_p$ then $\omega \in (\mathbb{Z}/p\mathbb{Z} \setminus \Omega_{K,p}) \cup \{x + x^{-1}: x + \mathbb{Z} x^{-1} \geq p \}$. We have

$$
\mu_{\Omega_p}(1, p) = \sum_{x \in \mathbb{Z}/p\mathbb{Z} \setminus \Omega_{K,p}} e \left( \frac{-x}{p} \right) + \sum_{\omega \in \{x + x^{-1}: x + \mathbb{Z} x^{-1} \geq p \}} e \left( \frac{-\omega}{p} \right).
$$

Using Weil’s bound for Kloosterman sums, the first sum above is $O(\sqrt{p})$. For the second sum we prove

$$
\sum_{\omega \in \{x + x^{-1}: x + \mathbb{Z} x^{-1} \geq p \}} e \left( \frac{-\omega}{p} \right) = \frac{ip}{2\pi} + O(\sqrt{p} \log p).
$$

The following argument for (2.46) was given by Will Sawin and Noam Elkies on Math Overflow [1]. The left hand side of (2.46) is equal to

$$
\sum_{1 \leq x, y \leq p-1} 1_{\{xy=1\}} e \left( \frac{-x-y}{p} \right) 1_{\{x+y \geq p\}}.
$$

We use a two dimensional Fourier transform to evaluate the left hand side of (2.46). Let $\hat{A}(a,b)$ be the Fourier transform of $1_{\{xy=1\}}$ and $\hat{B}(a,b)$ be the Fourier transform of $1_{\{x+y \geq p\}} e \left( \frac{x+y}{p} \right)$. 
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Then by using Parseval-Plancherel formula, the sum in (2.46) is:

$$\sum_{0 \leq a, b \leq p-1} \hat{A}(a, b) \overline{\hat{B}(a, b)} \frac{1}{p^2},$$

(2.47)

where

$$\hat{A}(a, b) = \sum_{0 \leq x < p} e\left(\frac{ax + bx^{-1}}{p}\right) = S(a, b; p),$$

$$\hat{B}(a, b) = \sum_{0 \leq x, y < p \atop x + y > p} e\left(\frac{(a - 1)x + (b - 1)y}{p}\right).$$

Note that $\hat{A}(a, b)$ is the Kloosterman sum unless $a = b = 0$. For $\hat{B}(a, b)$ when $b \neq 1$ we have

$$\hat{B}(a, b) = \sum_{1 \leq x < p} e\left(\frac{(a - 1)x}{p}\right) \left(\sum_{p+1-x \leq y \leq p-1} e\left(\frac{(b - 1)y}{p}\right) e\left(\frac{(b-1)(1-x)}{p}\right)\right)$$

$$= \sum_{1 \leq x < p} e\left(\frac{(a - 1)x}{p}\right) e\left(b-1\right) - e\left(\frac{(b-1)(1-x)}{p}\right)$$

$$= \sum_{1 \leq x < p} \left(\frac{e\left(\frac{(a-1)x}{p}\right)}{e\left(\frac{b-1}{p}\right) - 1} - \frac{e\left(\frac{(a-b)x+b-1}{p}\right)}{e\left(\frac{b-1}{p}\right) - 1}\right).$$

The first term in the latter sum is $\frac{p-1}{e((b-1)/p) - 1}$ if $a = 1$ and $\frac{p-1}{e((b-1)/p) - 1}$ otherwise. The second term in the latter sum is $\frac{(p-1)e((b-1)/p)}{e((b-1)/p) - 1}$ if $a = b$ and $\frac{-e((b-1)/p)}{e((b-1)/p) - 1}$ otherwise.

Note that if $a = b = 1$, then $\hat{B}(1, 1)$ is $(p - 1)(p - 2)/2$. Also if $b = 1$ and $a \neq 1$ we have

$$\hat{B}(a, b) = \frac{p}{e\left(\frac{a-1}{p}\right) - 1} + 1 \ll \frac{p^2}{a}.$$

Now the main term in (2.47) comes from the contribution of $\hat{A}(0, 0)\overline{\hat{B}(0, 0)}$. The error term can be handled by using the Weil bound on $\hat{A}(a, b)$ for $(a, b) \neq (0, 0)$ and the above elementary estimates for $\overline{\hat{B}(a, b)}$ for $(a, b) \neq (1, 1)$. 

\[ \square \]
2.5 Higher central moments of reduced residues modulo \( q \)

In this section we will improve the result in [3] regarding the higher central moments of \( s \)-tuples of reduced residues. The improvement comes from using Lemma 2.23 to transform characteristic functions of \( s \)-tuples of reduced residues to an expression in terms of exponential sums. The rest of the proof will follow Montgomery and Vaughan’s [60] arguments (Lemma 7 and 8 in [60]). The important part of the proof is to estimate the innermost sum in (2.48), which we divide into two cases: diagonal and non-diagonal configurations. In the diagonal configuration the estimate derived is good enough for our purposes. In the non-diagonal configuration we use Lemma 7 and 8 in [60] to save a small power of \( h \).

Let \( \mathcal{D} = \{ h_1, \ldots, h_s \} \) be a fixed admissible set. By employing Lemma 2.23 we have that

\[
\sum_{n=0}^{q-1} \left( \sum_{m=1}^{h} k_q(n+m+h_1) \ldots k_q(n+m+h_s) - h \mu_{\mathcal{D}}(n) \right)^k = q^k \prod_{q \mid \mathcal{D}} \left( \sum_{\substack{0 < a_i \leq r_i \sum_{i=1}^k a_i \text{ is } \mathbb{Z} \text{ of } \mathcal{D}}} F(a_1 \mathcal{D}(r_1) \ldots F(a_k \mathcal{D}(r_k)) \right),
\]

where

\[
\mu_{\mathcal{D}}(a, r) = \prod_{p \mid r} \left( \sum_{h_i \mathcal{D} \text{ mod } p} e \left( \frac{sa(r/p)^{-1}}{p} \right) \right).
\]

Let \( F(x) = \min(h, \frac{1}{\|x\|}) \) where \( \|x\| \) is the distance between \( x \) and the closest integer to \( x \). We have that \( |E(x)| \leq F(x) \). Since \( |\mu_{\mathcal{D}}(a, r)| \leq s^{o(r)} \) we have

\[
M_k^{\mathcal{D}}(q, h) \ll q^k \prod_{q \mid \mathcal{D}} \sum_{\substack{0 < a_i \leq r_i \sum_{i=1}^k a_i \text{ is } \mathbb{Z} \text{ of } \mathcal{D}}} F\left( \frac{a_1}{r_1} \right) \ldots F\left( \frac{a_k}{r_k} \right),
\]

(2.48)
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Proof of Theorem 2.21. We use the method in [60] to bound

\[
\sum_{0 < a_i \leq r_i, \atop (a_i, r_i) = 1} F\left(\frac{a_1}{r_1}\right) \ldots F\left(\frac{a_k}{r_k}\right)
\]

in (2.48). First we focus on diagonal configuration i.e. \( r_1 = r_2, r_3 = r_4, \ldots, r_{k-1} = r_k \) and \( r_2, r_4, \ldots, r_k \) are relativity co-prime. In the diagonal configuration we have that

\[
\sum_{0 < a_i \leq r_i, \atop (a_i, r_i) = 1} \sum_{\sum a_i \in \mathbb{Z}} F\left(\frac{a_1}{r_1}\right) F\left(\frac{a_2}{r_2}\right) \ldots F\left(\frac{a_k}{r_k}\right) \leq \sum_{0 < a_1 \leq r_1} F\left(\frac{a_1}{r_1}\right)^2 \ldots \sum_{0 < a_{k-1} \leq r_{k-1}} F\left(\frac{a_{k-1}}{r_{k-1}}\right)^2
\]

\[
\leq r_1 r_3 \ldots r_{k-1} h^{k/2} = [r_1 r_3 \ldots r_{k-1}] h^{k/2}.
\]

Consequently, the contribution of the the diagonal configuration in (2.48) is less than

\[
q P D \sum_{r \mid q \atop (r_2, r_3, \ldots, r_k) = 1} \left(\frac{r_1 S^{2\omega(r_1)}}{\phi_D(r_1)^2}\right) \left(\frac{r_3 S^{2\omega(r_3)}}{\phi_D(r_3)^2}\right) \ldots \left(\frac{r_{k-1} S^{2\omega(r_{k-1})}}{\phi_D(r_{k-1})^2}\right) h^{k/2}
\]

\[
= q P D \sum_{r \mid q} \left(\frac{S^{\frac{k-1}{2}} S^{\omega(r)}}{\phi_D(r)^2}\right) h^{k/2} = q P D \prod_{p \mid q} \left(1 + \frac{p S^{\frac{k}{2}}}{(p - \nu_p(D))^2}\right) h^{k/2}
\]

\[
\ll q h^{k/2} P_{p \mid q} S^{\frac{k}{2}}.
\]

(2.49)

In (2.49) we used the fact that the number of \( k \)-tuples \( (r_1, \ldots, r_k) \) with \( [r_1, \ldots, r_k] = r \) such that each \( p \) divides exactly two of \( r_i \) is less than \( (k/2)^{\omega(r)} \) (see [61]). In the non-diagonal configuration Lemma 7 in [60] allows us to save a small power of \( h \). Now we state the Lemma 7 in [60] and explain how it should be apply. Our aim is to get the following

\[
M_k^D(q, h) \ll q h^{k/2} P_{p^{s-\frac{k}{2}}} S^{\frac{k}{2}} (1 + h^{-\frac{1}{\pi}} P^{-s+1})^k.
\]

(2.50)

This bound is analogous to [60, Lemma 8] and its proof is nearly identical. The key dif-
ference is in (2.48) we have \(s^{0(r)}/\phi_D(r)\) instead of \(1/\phi(r)\). Our main tool is the following lemma.

**Lemma 2.26** (Montgomery and Vaughan). For \(k \geq 3\), let \(r_1, \ldots, r_k\) be square free numbers with \(r_i \geq 1\) for all \(i\). Further let \(r = [r_1, r_2, \ldots, r_k]\), \(d = (r_1, r_2)\), \(r_1 = dr_1', r_2 = dr_2'\), and write \(d = st\) where \(s|r_3 \ldots r_k\), \((t, r_3r_4 \ldots r_k) = 1\). Then

\[
\sum_{0 < a_i \leq r_i} \prod_{i=1}^{k} \frac{F\left(\frac{a_i}{r_i}\right)}{\|\tau\|_{r_i'}} \ll r_1 \ldots r_k r^{-1}(T_1 + T_2 + T_3 + T_4) \tag{2.51}
\]

where

\[
T_1 = h^{-1/20};
\]

\(T_2 = d^{-1/4}\) when \(r_i > h^{8/9}\) for all \(i\),

\(T_2 = 0\) otherwise;

\(T_3 = s^{-1/2}\) when \(r_i > h^{8/9}\) for all \(i\) and \(r_1 = r_2\),

\(T_3 = 0\) otherwise;

and

\[
T_4 = \left(\frac{1}{r_1r_2sh^2} \sum_{(\tau, t) = 1} F\left(\frac{\|r_1's\|}{r_1's}\right)^2 F\left(\frac{\|r_2's\|}{r_2's}\right)^2\right)^{1/2}
\]

when \(h^{8/9} < r_i \leq h^2\) for \(i = 1, 2, t > d^{1/2}\) and \(d < h^{5/9}\),

\(T_4 = 0\) otherwise.
We shall also use the following estimate [60, Lemma 1]

\[
\sum_{0 < a_i \leq r_i \atop \gcd(a_i, r_i) = 1} \sum_{i=1}^{k} \frac{F\left(\frac{a_i}{r_i}\right)}{r_i} \ll \frac{1}{r} \prod_{i=1}^{k} \left( \sum_{r_i \mid \gcd(a, r_i)} \frac{F\left(\frac{a_i}{r_i}\right)^2}{r_i} \right)^{1/2}.
\]

(2.52)

Now we explain how to choose \(r_1, r_2\) in order to apply Lemma 2.26. Note that we only need to consider those \(k\)-tuples \(r = (r_1, r_2, \ldots, r_k)\) for which \(r > 1, \left[r_1, \ldots, r_k\right] = r\), and each prime divisor of \(r\) divides at least two of the \(r_i\), since otherwise the sum on the left hand side of (2.51) is empty. If \(r_i < h^{8/9}\) for some \(i\), then by using (2.52) and [60, Lemma 4] we have our desired result. Now suppose that \(r_i > h^{8/9}\) for all \(i\), and set \(d_{ij} = (r_i, r_j)\). For each \(i\) we can find a \(j\), such that

\[
d_{i, j} \geq h^{8/(9k-9)}.
\]

(2.53)

If there is a pair \((i, j)\) for which this holds and \(r_i \neq r_j\), then in Lemma 2.26 we choose these to be \(r_1, r_2\). We note that if \(r_i = r_j\) then \(d_{i, j} = r_i > h^{8/9}\), and (2.53) holds. Suppose now that (2.53) holds only when \(r_i = r_j\). If there is a triple \((i, j, k)\) such that \(r_i = r_1 = r_k\), then we apply Lemma 2.26 with \(r_i, r_j\) as \(r_1, r_2\). Otherwise the \(r_i\) are equal in distinct pairs, say \(r_1 = r_2, r_3 = r_4, \ldots, r_{k-l} = r_k\), and \(k\) is even. Let \(v\) be the product of all those prime factors of \(r\) which divide more than one of the numbers \(r_2, r_4, r_6, \ldots, r_k\). Then there exists \(i\) such that

\[
\left(\frac{r_{2i}}{\prod_{j \neq i} r_{2j}}\right) \geq v^{4/k}.
\]

(2.54)

In this case we take \(r_1\) and \(r_2\) to be \(r_{2i-1}, r_{2i}\) and by employing Lemma 2.26 we have

\[
M_k^D(q, h) \ll qP_k^k \sum_{r \mid q} \frac{1}{r} \sum_{r_i > 1 \atop \left[r_1, \ldots, r_k\right] = r} \frac{1}{\phi_D(r_i)} \left(T_1 + T_2 + T_3 + T_4\right).
\]

(2.55)

Note that if any of \(T_2, T_3,\) or \(T_4\) is non-zero then \(d \geq h^{8/(9k-9)}\). The contribution of \(T_1\) to
(2.55) is
\[ \ll q P^{s_k} \prod_{p \mid q} \left( 1 + \frac{(1 + sp/\phi_D(p))}{p} \right)^k \ll q P^{s_k-(s+1)^k} h^{-1/20}. \] (2.56)

By the selection of \( r_1, r_2 \) we have that if \( T_2 \neq 0 \) then \( d \geq h^{8/(9k-9)} \). Therefore the contribution of \( T_2 \) to (2.55) is \( \ll q P^{s_k-(s+1)^k} h^{-2/(9k-9)} \). Now for \( T_3 \) we have \( r_1 = r_2 \) and \( r_1 \geq h^{8/9} \). If \( r_1 = r_2 = r \) for some \( i > 2 \), then \( s = r > h^{8/9} \), so that \( T_3 < T_1 \) and therefore the contribution of such \( T_3 \) to (2.55) is smaller than \( T_1 \). It remains to consider the case when \( r_1 = r_2, r_3 = r_4, \ldots, r_{k-1} = r_k \). Let \( r = uv \) where \( u \) is the product of those primes dividing exactly one of \( r_2, r_4, \ldots, r_k \). Then each prime divisor of \( v \) divides two or more of the \( r_{2i} \).

By our choice of \( r_1, r_2 \) we have \( s \geq v^{4/k} \). Put \( r_i = u_i v_i \) where \( u_i = (r_i, u) \) and \( v_i = (r_i, v) \). Suppose that \( u \) and \( v \) are fixed, and let \( C(u, v) \) denote the set of \( (r_1, \ldots, r_k) \) of the sort under consideration. We have \( |C(u, v)| \leq d_{k/2}(u)d(v)^{k/2} \). Using the change of variable \( r = uv \) and by rearranging the sum in (2.55), for the contribution of \( T_3 \) we have

\[ \sum_{uv \mid q} \frac{1}{uv} \sum_{(r_1, \ldots, r_k) \in C(u, v)} \left( \prod_{i=1}^{k} \frac{s^{\omega(r_i)} r_i}{\phi_D(r_i)} \right) T_3 \ll \sum_{uv \mid q} \frac{d_{k/2}(u)}{uv^{1+2/k}} \frac{d(v)^{k/2}}{uv^{1+2/k}} \]
\[ = \prod_{p \mid q} \left( 1 + \frac{ks^2 p}{2\phi_D(p)} \frac{2^{k/2} (sv/\phi_D(p))^{k/2}}{p^{1+2/k}} \right) \ll q^{P-\frac{2}{2k}}. \]

For the contribution of \( T_4 \), by the Cauchy inequality, we have

\[ \sum_{r \mid q} \frac{1}{r} \sum_{r_1 \mid r \atop r_i > 1} \left( \prod_{i=1}^{k} \frac{s^{\omega(r_i)} r_i}{\phi_D(r_i)} \right) T_4 \ll \left( \sum_{r \mid q} \frac{1}{r} \sum_{r_1 \ldots r_k} \left( \prod_{r=1}^{r_i} \frac{s^{\omega(r_i)} r_i}{\phi_D(r_i)} \right) \right)^{1/2} \left( \sum_{r \mid q} \frac{1}{r} \sum_{r_1 \ldots r_k} T_4 \right)^{1/2}. \] (2.58)

The first factor on the right is made larger as it runs over all \( k \)-tuples for which \( r_i \mid r \). The
larger expression is

$$\sum_{r|q} \prod_{p|r} \left( 1 + \left( \frac{sp}{\phi_2(p)} \right)^2 \right)^k = \prod_{p|q} \left( 1 + \left( \frac{sp}{\phi_2(p)} \right)^2 \right)^k \ll P^{-(s^2+1)^k}. \quad (2.59)$$

The second factor has been treated precisely in [60, pp. 324-325] and it is smaller than $h^{-2/7k}$. By combining (2.56), (2.57), (2.58) and (2.59) we complete the proof of (2.50).

Note that we have just sketched the key ideas of the proof, the interested reader can find further details in [60]. To finish the proof of the Theorem 2.21 we appeal to Lemma 3.1 in [3]. Let $q_1 = \prod_{p|q, p \leq y} p$ and $q_2 = \prod_{p|q, p > y} p$, where $y \geq h^k$. We set $P_i = \phi(q_i)/q_i$ for $i = 1, 2$. Then [3, Lemma 3.1] states that

$$M^D_k(q, h) \ll q(hP^s)^{[k/2]} + qh(P)^s + qh^{k/2}P_1^{-2ks + ks}P_2^{sk}.$$

This lemma is obtained by combining two different estimates of $M^D_k(q, h)$: an exponential estimate and a probabilistic estimate. The exponential estimate stated in [3, Lemma 1.2] gives

$$M^D_k(q, h) \ll qh^{k/2}P^{-2ks + ks}.$$

Here we use the estimate (2.50), instead of the above estimate and we derive:

$$M^D_k(q, h) \ll q(hP^s)^{[k/2]} + qhP^s + qh^{k/2}P_1^{sk-k^{-2k}} \left( 1 + h^{-\frac{1}{2}}P_1^{-s/2 + \frac{1}{2}} \right) P_2^{sk}.$$

Now by considering $y = h^k$, we have (2.25) and for $h < e^{s^{1/3}}$, we have (2.24), which completes the proof. 

\[\Box\]
Chapter 3

Discrete mean values of Dirichlet polynomials

3.1 Introduction.

Let \( a, b : \mathbb{Z} \to \mathbb{C} \) be arithmetic sequences such that

\[
\text{supp}(a) \subseteq [1, M] \text{ and } \text{supp}(b) \subseteq [1, N],
\]

where \( M, N \geq 1 \). Furthermore, we impose the size conditions

\[
a(n) = O(\varepsilon n^\varepsilon) \text{ and } b(n) = O(\varepsilon n^\varepsilon).
\]

For every \( \varepsilon > 0 \). Attached to \( a \) and \( b \) are the Dirichlet polynomials

\[
A(s) = \sum_n a(n) \frac{n^s}{n^s} = \sum_{n \leq M} a(n) n^s,
\]

\[
B(s) = \sum_n b(n) \frac{n^s}{n^s} = \sum_{n \leq N} b(n) n^s.
\]

A key tool in analytic number theory is an estimate for

\[
\int_{-T}^{T} A(\tau_1 + it)B(\tau_2 - it) dt, \text{ where } \tau_1, \tau_2 \in \mathbb{R}.
\]

\(^1\text{For } x : \mathbb{Z} \to \mathbb{C}, \text{ supp}(x) = \{ n \in \mathbb{Z} | x(n) \neq 0 \}.\)
A theorem of Montgomery and Vaughan [59] implies that
\[
\int_{-T}^{T} A(\tau_1 + it) B(\tau_2 - it) dt = \sum_{n \leq N} a(n) b(n) n^{\tau_1 + \tau_2} (2T + O(N)).
\]

If \( N = o(T) \), then the mean value is asymptotic to \( \sum_{n \leq N} a(n) b(n) n^{-\tau_1 - \tau_2} \). However, if \( N \gg T \), then the behaviour of this sum changes. Indeed, the “main term” will no longer just involve \( \sum_{n \leq N} a(n) b(n) \). In fact, it is necessary to consider correlations of \( a(n) \) and \( b(n) \).

We now introduce the correlation functions. Let \( a, b : \mathbb{N} \to \mathbb{C} \) be arithmetic functions and \( h \in \mathbb{Z} \). For a triple \( (a, b; h) \) we define a correlation function by
\[
\mathcal{C}_{a,b;h}(x) = \sum_{n \leq x} a(n) b(n + h). \tag{3.5}
\]

Note that we define this when \( h \in \mathbb{Z} \). In the case \( h = 0 \) we have
\[
\mathcal{C}_{a,b}(x) := \mathcal{C}_{a,b;0}(x) = \sum_{n \leq x} a(n) b(n), \tag{3.6}
\]

and when \( h < 0 \), we have
\[
\mathcal{C}_{a,b;h}(x) = \sum_{|h| + 1 \leq n \leq x} a(n) b(n + h), \tag{3.7}
\]

since \( b(n) = 0 \) for \( n \leq 0 \). Throughout this chapter we suppose that these correlation functions satisfy the following nice property. There exist functions \( \mathcal{M}_{a,b;h}(x) \) and \( \mathcal{E}_{a,b;h}(x) \) such that
\[
\mathcal{C}_{a,b;h}(x) = \mathcal{M}_{a,b;h}(x) + \mathcal{E}_{a,b;h}(x) \tag{3.8}
\]

where \( \mathcal{M}_{a,b;h}(x) \), the “main term”, is a differentiable function of \( x \) and \( \mathcal{E}_{a,b;h}(x) \) is an “error term.” Moreover, we require a uniform bound of the following shape on \( \mathcal{E}_{a,b}(x,h) \): there
exists $\vartheta := \vartheta(a, b)$ and $\delta := \delta(a, b)$ such that for any $\varepsilon > 0$

$$\mathcal{E}_{a, b}(x, h) \ll x^{3+\varepsilon} \text{ for all } |h| \leq x^{\delta}. \quad (3.9)$$

In the case $h = 0$, we shall write this as

$$\mathcal{C}_{a, b}(x) = \mathcal{C}_{a, b; 0}(x) = \mathcal{M}_{a, b}(x) + \mathcal{E}_{a, b}(x). \quad (3.10)$$

It shall be convenient to consider a weighted sum of the form

$$I = I_{a, b; \tau_1, \tau_2; \omega} := \int_{\mathbb{R}} \omega(t)A(\tau_1 + it)B(\tau_2 - it)dt \quad (3.11)$$

where $\tau_1, \tau_2 \in \mathbb{R}$, and $\omega$ is a complexed valued function defined over $\mathbb{R}$. Attached to $\omega$, we define its Fourier transform

$$\hat{\omega}(\xi) = \int_{\mathbb{R}} \omega(t)e^{-2\pi i \xi t}dt. \quad (3.12)$$

Note that $\hat{\omega}(0) = \int_{-\infty}^{\infty} \omega(t)dt$, is the total weight of $\omega$. Swapping summation order with the integral in (3.11), we have

$$I = \sum_{m, n \leq N} \frac{a(m)b(n)}{m^{\tau_1}n^{\tau_2}} \int_{\mathbb{R}} \omega(t) \left( \frac{n}{m} \right)^{it} dt.$$  

By (3.12), the diagonal terms $m = n$ contribute

$$\sum_{m \leq N} \frac{a(m)b(m)}{m^{\tau_1 + \tau_2}} \int_{\mathbb{R}} \omega(t)dt = \hat{\omega}(0) \sum_{m \leq N} \frac{a(m)b(m)}{m^{\tau_1 + \tau_2}}.$$  

The remaining terms are of the form $m < n$ and $n < m$. In each of these regions we make the variable changes $n = m + h$ and $m = n + h$ respectively where $h \geq 1$. The off-diagonals
terms \((m \neq n)\) thus are
\[
\sum_{m,h} \frac{a(m)b(m+h)}{m^{\tau_1}(m+h)^{\tau_2}} \hat{\omega} \left( -\frac{\log \left( \frac{m+h}{m} \right)}{2\pi} \right) + \sum_{n,h} \frac{b(n)a(n+h)}{n^{\tau_2}(n+h)^{\tau_1}} \hat{\omega} \left( \frac{\log \left( \frac{n+h}{n} \right)}{2\pi} \right).
\]
(3.13)

It is clear from this last formula that it will be important to understand the behaviour of correlations sums given by (3.5). For \(\hat{\omega}\) with nice decay properties it follows from Riemann-Stieltjes integration that
\[
\int_{N_{N}}^{\infty} \frac{a(n)}{n^{\tau_1}} \, dx = \hat{\omega}(0) \sum_{m \leq N} a(m) b(m) + \sum_{|h| \leq H} \int_{|x|^{1-\epsilon}}^{N-h} M_{a,b;h}(x,h) W(x,h) \, dx
\]
\[
+ O(N^{1-(\tau_1+\tau_2) + \max(\vartheta(a,b),\vartheta(b,a)) + \epsilon}),
\]
(3.14)

where \(H = NT^{\epsilon-1}\) and \(W(x,h) = \hat{\omega}(\frac{\log(x+h) - \log x}{2\pi})\). This can be proven by following closely the argument of Goldston and Gonek [28]. In the case that \(\vartheta = \max(\vartheta(a,b),\vartheta(b,a)) < 1\), this gives an asymptotic formula for \(N \ll T^{1/\vartheta}\). Thus if \(\vartheta = \frac{1}{2} + \epsilon\), this provides an asymptotic formula for \(N \ll T^{2-\epsilon'}\). A key goal of this chapter is to provide a variant of this formula for a discrete mean value over the zeros of an \(L\)-function.

In our work we shall consider certain discrete sums attached to principal \(L\)-functions of \(GL(d)\). Let \(\pi\) be an irreducible cuspidal automorphic representation of \(GL(d)\) over \(\mathbb{Q}\) with unitary central character. For \(\Re(s) > 1\), let
\[
L(s,\pi) = \sum_{n=1}^{\infty} \frac{a_{\pi}(n)}{n^{s}}
\]
is the corresponding \(L\)-function. \(L(s,\pi)\) has an analytic continuation to the whole complex plane and the non-trivial zeros of \(L(s,\pi)\) located in the critical strip \(0 < \Re(s) < 1\) shall be denoted \(\rho_{\pi}\). We will need to consider the logarithmic derivative
\[
- \frac{L'(s,\pi)}{L(s,\pi)} = \sum_{n=1}^{\infty} \frac{\Lambda_{\pi}(n)}{n^{s}}.
\]
(3.15)
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We shall consider discrete means of the shape

\[ S := S_{\pi, \omega, a, b} = \sum_{\gamma \pi} \omega(\gamma \pi) A(\rho \pi) B(1 - \rho \pi), \]

where \( \rho \pi = \beta \pi + i\gamma \pi \) ranges through non trivial zeros of \( L(s, \pi) \) and \( \omega(s) \) is a specially chosen weight, holomorphic in a vertical strip. Let \( T \) be a large parameter. We begin by considering two other parameters \( u \) and \( \Delta \) which depend on \( T \) and satisfy

\[ aT \leq u \leq bT \]  \hspace{1cm} (3.16)

and

\[ \Delta \asymp \frac{T}{\log T}. \]  \hspace{1cm} (3.17)

We define an entire weight which depends on \( u \) and \( \Delta \) by

\[ \omega(s) := \omega_{\Delta, u}(s) = \Delta^{-1} \pi^{-\frac{1}{2}} e^{(s-(\frac{1}{2}+iu)^2)/\Delta^2} \text{ for } s \in \mathbb{C}. \]  \hspace{1cm} (3.18)

We think of \( \omega(\frac{1}{2} + it) \) as a weight centred at the point \( \frac{1}{2} + iu \) and \( \Delta \) represents the width of of the support of \( \omega \). That is, if \( t \) is such that \(|\frac{t-u}{\Delta}| \) is large then \( \omega(\frac{1}{2} + it) \) is very small.

In the case that the length of Dirichlet polynomials is bigger than the length of the integral (i.e., \( K \geq T \)), then the behaviour of the autocorrelations of the sequence \( a \) the correlations of the sequences \( a \) and \( a * \Lambda \) determine the size of \( S \). Set

\[ C_{a * \Lambda \pi, b}(x, h) = \sum_{n \leq x} (a * \Lambda \pi)(n)b(n + h), \]  \hspace{1cm} (3.19)

\[ C_{b \ast \Lambda \pi, a}(x, h) = \sum_{n \leq x} (b \ast \Lambda \pi)(n)a(n + h), \]  \hspace{1cm} (3.20)

\[ C_{a, b}(x, h) = \sum_{n \leq x} a(n)b(n + h), \]  \hspace{1cm} (3.21)
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where
\[(a \ast \Lambda_\pi)(m) = \sum_{jk=m} a(j)\Lambda_\pi(k) = \sum_{jk=m, j \leq M} a(j)\Lambda_\pi(k), \quad (3.22)\]
by (3.1) and similarly
\[(b \ast \overline{\Lambda_\pi})(m) = \sum_{jk=m} b(j)\overline{\Lambda_\pi(k)} = \sum_{jk=m, j \leq N} b(j)\overline{\Lambda_\pi(k)}. \quad (3.23)\]
We assume we have expressions of the shape
\[C_a \ast \Lambda_\pi, b \ast \Lambda_\pi; h(x) = M_a \ast \Lambda_\pi, b \ast \Lambda_\pi; h(x) + E_a \ast \Lambda_\pi, b \ast \Lambda_\pi; h(x), \quad (3.24)\]
where each of the main terms above are differentiable with respect to \(x\) for each \(h\). We set
\[W(x, h) = \frac{e^{-\Delta^2 \log^2(1 + \frac{h}{x})}}{\sqrt{x(x+h)}(1 + \frac{h}{x})^{-iT}}. \quad (3.25)\]

**Theorem 3.1.** Let \(n \in \mathbb{N}\) and let \(L(s, \pi)\) be the \(L\)-function attached to an irreducible cuspidal automorphic representation of \(GL(d)\) over \(\mathbb{Q}\) with unitary central character. Let \(A, B\) be Dirichlet polynomials defined in (3.3). Let \(k = \min(M, N), K = \max(M, N), \) and \(d\) is the
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degree of \( L(s, \pi) \). We set \( u = T \) in (3.18) and we have that

\[
\sum_{L(s, \pi) = 0}^{L(s, \pi) = 0} \frac{d}{d\pi} \log T + O(1) \left( \sum_{|h| \leq \frac{\log T}{\Delta}} \mathcal{M}_{a, b; h}^t(x) \mathcal{W}(x, h) dx + E_{a, b}(k) \right)
\]

where

\[
E_{a, b, \Lambda, \pi}(N, M) = O \left( \sum_{|h| \leq \frac{\log T}{\Delta}} \left| \frac{E_{a \ast \Lambda, b; h}(N)}{N} \right| + \left| \frac{E_{a \ast \Lambda, b; h}(\frac{|h| \Delta}{\log T})}{Th} \right| + \int_{\max(|h| \Delta / \log T, 1)}^{N} \left| E_{a \ast \Lambda, b; h}(x) \right| x^{-2} dx \right) + \sum_{|h| \leq \frac{M \log T}{\Delta}} \left| \frac{E_{b \ast \Lambda, a; h}(M)}{M} \right| + \left| \frac{E_{b \ast \Lambda, a; h}(\frac{|h| \Delta}{\log T})}{Th} \right| + \int_{\max(|h| \Delta / \log T, 1)}^{M} \left| E_{b \ast \Lambda, a; h}(x) \right| x^{-2} dx \right),
\]

\[
E_{a, b}(k) = O \left( \sum_{|h| \leq \frac{\log T}{\Delta}} \left| \frac{E_{a, b; h}(k)}{k} \right| + \left| \frac{E_{a, b; h}(\frac{|h| \Delta}{\log T})}{Th} \right| + \int_{\max(|h| \Delta / \log T, 1)}^{k} \left| E_{a, b; h}(x) \right| x^{-2} dx \right).
\]

Remark. The diagonal term (i.e., the term correspondence to \( h = 0 \)) in Theorem 3.1 is

\[
\frac{d}{d\pi} \log T + O(1) \left( \int_{1}^{k} \mathcal{M}_{a, b; 0}(x) x^{-1} dx \right) - \int_{1}^{N} \mathcal{M}_{a \ast \Lambda, b; 0}(x) x^{-1} dx - \int_{1}^{M} \mathcal{M}_{b \ast \Lambda, a; 0}(x) x^{-1} dx.
\]

In some application the diagonal term forms the main term for \( S \).

Corollary 3.2. Let \( A, B \) be Dirichlet polynomials defined in (3.3). Also assume that we have

\[
E_{a \ast \Lambda, b; h}(x), E_{b \ast \Lambda, a; h}(x), E_{a, b; h}(x) \ll x^\sigma,
\]
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where \(0 \leq \sigma < 1\). Then

\[
\sum_{\substack{L(\rho, \pi) = 0 \\ T/2 < \frac{1}{2} \rho < 2T}} \omega_{\Delta, T}(\rho \pi) A(\rho \pi) B(1 - \rho \pi) = \frac{d}{2\pi} \left( \log T + O(1) \right) \left( \sum_{|h| \leq \frac{k \log T}{\Delta}} \int_{\text{max}(\frac{|b|}{\log T}, 1)}^{\frac{T}{2}} \mathcal{M}_{a, b, h}(x) \mathcal{W}(x, h) dx \right)
\]

\[
- \sum_{|h| \leq \frac{N \log T}{\Delta}} \int_{\text{max}(\frac{|b|}{\log T}, 1)}^{\frac{T}{2}} \mathcal{M}_{a, b, h}(x) \mathcal{W}(x, h) dx
\]

\[
- \sum_{|h| \leq \frac{M \log T}{\Delta}} \int_{\text{max}(\frac{|b|}{\log T}, 1)}^{\frac{T}{2}} \mathcal{M}_{a, b, h}(x) \mathcal{W}(x, h) dx + O(K^\sigma T^{-1}).
\]

Gaps between the zeros of the Riemann zeta function. We now discuss how our discrete mean value theorems may have applications to the gaps between the zeros of the Riemann zeta function. Assume the Riemann hypothesis and let \(\frac{1}{2} + i\gamma_n\) denote the zeros of Riemann zeta function such that

\[
0 < \gamma_1 < \gamma_2 < \cdots \leq \gamma_n \leq \gamma_{n+1} \leq \cdots.
\]

It follows from Riemann’s zero counting formula for \(N(T)\) that \(\gamma_n \sim \frac{2\pi n}{\log n}\). For this reason, it is useful to define the scaled ordinates \(\hat{\gamma}_n = \frac{\log \gamma_n}{2\pi} \gamma_n\). On average, we have that \(\hat{\gamma}_{n+1} - \hat{\gamma}_n \sim 1\).

In [57], Montgomery studied the pair correlation of the Riemann zeta function, namely the distribution of \(\hat{\gamma}_m - \hat{\gamma}_n\). Based on his work he made the following conjecture.

Small Gaps Conjecture. We have that

\[
\mu = \liminf_{n \to \infty} (\hat{\gamma}_{n+1} - \hat{\gamma}_n) = 0.
\]

From his work on pair correlation he was able to deduce \(\mu < 0.68\). Later, by a different method, Montgomery and Odlyzko [58] showed that \(\mu < 0.5179\). Conrey, Ghosh, and Gonek [12] slightly improved this to \(\mu < 0.5172\). Bui, Milinovich, and Ng [8] reduced this
to $\mu < 0.5155$. This was later improved by Feng and Wu [25]. These arguments are based on ideas of Montgomery, Odlyzko [58] and Mueller [63] which we now describe. Let $\varphi$ be a non-negative function defined on $[T/2, 2T]$ where $T$ is a large parameter. Define

$$Q_\varphi(c, T) := \frac{\int_{\frac{c}{\log T}}^{\frac{c}{\log T}} \sum_{T/2 \leq \gamma \leq 2T} \varphi(\gamma + \alpha) d\alpha}{\int_{T/2}^{2T} \varphi(t) dt}.$$  \hfill (3.27)

If it can be shown that there exists a function $\varphi$ and a parameter $c$ such that $Q_\varphi(c, T) > 1$ for all sufficiently large $T$, then it follows that $\mu \leq c$.

Conrey, Ghosh, and Gonek made the choice

$$\varphi(t) = \left| \sum_{n \leq T(\log T)^{-2}} \frac{a(n)}{n^{it}} \right|^2,$$  \hfill (3.28)

where $a(n)$ is an arbitrary sequence satisfying $|a(n)| \ll n^\varepsilon$. They showed that for this choice

$$Q_\varphi(c, T) = c - \frac{2\Re \left( \sum_{nk \leq K} \Lambda(n) a(k) a(nk) \sin \left( \frac{\pi c \log n}{\log T} \right) \right)}{\sum_{k \leq K} |a(k)|^2} + o_{T \to \infty}(1).$$

Furthermore, they proved that if $c < 0.5$, then $Q_\varphi(c, T) < 1$. Interestingly, Goldston, in an unpublished work has shown that if $c < 0.50001$, then $Q_\varphi(c, T) < 1$. Thus this choice cannot be used to show $\mu \leq 0.50001$. In order to make the quotient $Q_\varphi(c, T)$ large, one may choose coefficients of the shape

$$a(n) = \mu_r(n)n^{-\frac{1}{2}}f\left(\frac{\log n}{\log N}\right) \text{ for } n \leq N,$$

where $N = T(\log T)^{-2}$, $\zeta(s)^{-r} = \sum_{n=1}^\infty \mu_r(n)n^{-s}$ for $r \geq 1$, and $f$ is a smooth function. For
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This choice

\[ \varphi(t) = \left| \sum_{n \leq T} \frac{\mu_r(n)}{n^{1+\mu} \log n} \right|^2. \]

may be viewed as some sort of approximation to \(|\zeta(\frac{1}{2} + it)|^{-2r}\) and thus \(\varphi\) is large at the zeros of \(\zeta(s)\). In light of Goldston’s work, we shall consider Dirichlet polynomials with length greater than \(T\). Let

\[ \varphi_1(t) = \omega(\frac{1}{2} + it) \left| \sum_{n \leq K} \frac{a(n)}{n^{\mu}} \right|^2 \]

where \(\omega\) is defined by (3.18), \(K = T^\theta\) and \(\theta \geq 1\). The weight \(\omega(\frac{1}{2} + it)\) is included for technical reasons; it is used to simplify the evaluation of various contour integrals. We shall evaluate (3.27) with the choice \(\varphi_1\).

**Corollary 3.3.** Let \(A\) be the Dirichlet polynomial defined in (3.3) and for \(\alpha \in \mathbb{R}\) set

\[ a_\alpha(n) := a(n)n^{i\alpha}. \]

We assume the following regarding the error terms in Theorem 3.1:

\[ E_{a_\alpha, a_\alpha\Lambda}(K, K) = o(N) \quad \text{and} \quad E_{a_\alpha, a_\alpha}(K) = o(D), \]

where

\[ D = \sum_{|h| \leq \frac{K\log T}{\Delta}} \int_{\frac{e^\alpha}{\log T}}^K \int_{\max(|h|/\log T, 1)}^K M_{a_\alpha, a_\alpha, \Lambda}(x, h) \delta(x, h) dx, \]

\[ N = cD - 2\Re \left( \sum_{|h| \leq \frac{K\log T}{\Delta}} \int_{\frac{e^\alpha}{\log T}}^K \int_{\max(|h|/\log T, 1)}^K M_{a_\alpha, a_\alpha, \Lambda}(x, h) \delta(x, h) dx \right) d\alpha. \]

Therefore we have

\[ Q_{\varphi_1}(c, T) = \frac{N}{D} + o\left( \frac{N}{D} + 1 \right). \]
We can re-write (3.31) as

\[ Q_{\phi_1}(c, T) = (1 + o(1)) \times \]

\[ \left( c - \frac{\int \frac{\log x}{T} 2\Re \left( \sum_{|h| \leq \frac{K \log T}{\Delta}} \mathcal{M}_{a \pi \alpha \Lambda(h)}(x) \mathcal{N}_{a \pi \alpha \Lambda(h)}(x, h) dx \right) d\alpha}{\sum_{|h| \leq \frac{K \log T}{\Delta}} \int \frac{K}{\max\left( \frac{|h|}{\log T}, 1 \right)} \mathcal{M}_{a \pi \alpha \Lambda(h)}(x) \mathcal{N}_{a \pi \alpha \Lambda(h)}(x, h) dx} \right). \]

In the case of \( L(s, \pi) = \zeta(s) \), we would like to choose coefficients \( a(n) \) so that \( \varphi_1(t) > 1 \) for some \( c < \frac{1}{2} \). Unfortunately, we currently do not know how to find such \( a(n) \). The above result tells us in order to do this, we need to know how calculate the correlations \( \mathcal{C}_{a, a; h}(x) \) and \( \mathcal{C}_{a + \Lambda, a; h}(x) \). An appropriate choice for \( a(n) \) is \( a(n) = \lambda(n) := (-1)^{\Omega(n)} \), the Liouville function, where \( \Omega(n) \) is the total number of prime factors of \( n \). This leads us to correlation of \( \lambda(n) \).

Chowla’s famous conjecture, Problem 57 in [11], addresses this.

**Chowla’s conjecture.** Let \( f(x) \) be an arbitrary polynomial with integer coefficients, which is not of the form \( cg(x)^2 \) where \( c \) is an integer and \( g(x) \) is a polynomial with integer coefficients. Then

\[ \sum_{n \leq x} \lambda(f(n)) = o(x). \]

We now state three related conjectures that we will be used in our result on the gaps between the zeros of the Riemann zeta function.

**Shifting convolution sums of the Liouville and von Mangoldt functions.**

\[ LV(\eta_0, \sigma_0, \delta_0) : \text{For the triple } (\eta_0, \sigma_0, \delta_0) \text{ of positive numbers, if } x \text{ is large,} \]

\[ 1 \leq a \leq x^{\eta_0}, 1 \leq b \leq x^{\sigma_0}, \text{ then uniformly} \]

\[ \sum_{n < x} (\lambda_{\alpha} \ast \Lambda)(n)\lambda_{-\alpha}(an + b) \ll x^{\delta_0} \tag{3.32} \]

Chowla’s Conjecture (strong form).
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$Ch_1(\eta_1, \sigma_1, \delta_1)$: For the triple $(\eta_1, \sigma_1, \delta_1)$ of positive numbers, if $x$ is large,

\[ 1 \leq a \leq x^{\eta_1}, 1 \leq b \leq x^{\sigma_1}, \text{ then uniformly} \]
\[
\sum_{n \leq x} \lambda(n)\lambda(an + b) \ll x^{\delta_1}.
\] (3.33)

Chowla’s conjecture (for prime values).

$Ch_2(\eta_2, \sigma_2, \delta_2)$: For the triple $(\eta_2, \sigma_2, \delta_2)$ of positive numbers, if $x$ is large,

\[ 1 \leq a \leq x^{\eta_1}, 1 \leq b \leq x^{\sigma_2}, \text{ then uniformly} \]
\[
\sum_{p \leq x} \lambda(ap + b) \ll x^{\delta_2}.
\] (3.34)

Later we discuss the relationship between the above conjectures.

**Corollary 3.4.** Assume the Riemann hypothesis and the statements $LV(0, \frac{1}{12}, \frac{92}{100})$ and $Ch_1(0, \frac{1}{12}, \frac{92}{100})$ hold. Then we have that

\[ \mu < 0.4999. \]

In other words the gaps between consecutive zeros of the Riemann zeta function are infinitely often smaller than one half of the average gap.

**Remark 3.5.** In the discussion section we will show that instead of $LV(0, \frac{1}{12}, \frac{92}{100})$ and $Ch_1(0, \frac{1}{12}, \frac{92}{100})$ we can assume $Ch_1(1, \frac{1}{12}, \frac{84}{100})$ and $Ch_2(1, \frac{1}{12}, \frac{84}{100})$ and same result as above will hold.

3.2 Properties of principal $L$-functions

Let $\pi$ be an irreducible cuspidal automorphic representation of GL($d$) over $\mathbb{Q}$ with unitary central character. Attached to $\pi$ is its $L$-function $L(s, \pi)$. These functions were defined by Godement and Jacquet in [27]. For $\Re(s) > 1$, $L(s, \pi)$ has an Euler product of the form

\[ L(s, \pi) = \prod_p \prod_{j=1}^{m} \left( 1 - \frac{\alpha_j(p)}{p^s} \right)^{-1}. \] (3.35)
It is known that $L(s, \pi)$ is either the Riemann zeta function or is an entire function of order 1. Its completed $L$-function is

$$\Phi(s, \pi) = N^{s/2} \gamma(s, \pi) L(s, \pi)$$

where $N$ is a natural number and the gamma factor $\gamma(s, \pi)$ is defined by

$$\gamma(s, \pi) = \prod_{j=1}^{m} \Gamma_{\mathbb{R}}(s + \mu_j)$$

(3.36)

where $m \in \mathbb{N}$, $\mu_j$’s are complex numbers, and $\Gamma_{\mathbb{R}}(s) = \pi^{-\frac{s}{2}} \Gamma(\frac{s}{2})$. Using the above notation we have the functional equation:

$$\Phi(s, \pi) = \epsilon_\pi \Phi(1 - s, \pi).$$

(3.37)

where $\epsilon_\pi \in \mathbb{C}$ with $|\epsilon_\pi| = 1$, and $\Phi(s, \pi) = \Phi(\overline{s}, \pi)$.

### 3.3 The weight function

**The weight.** For $c \in \mathbb{R}$, we write

$$\int_{(c)} f(s)ds = \int_{c-i\infty}^{c+i\infty} f(s)ds.$$

In the rest of this chapter we will use of the following lemma:

**Lemma 3.6.** Let $c \in \mathbb{R}$ and $x > 0$. Then

$$\frac{1}{2\pi i} \int_{(c)} \omega(s) x^s ds = \frac{1}{2\pi} x^{\frac{1}{2} + iu} e^{-\frac{x^2 \log^2 x}{4}},$$

(3.38)

$$\frac{1}{2\pi i} \int_{(c)} \omega(1 - s) x^s ds = \frac{1}{2\pi} x^{\frac{1}{2} - iu} e^{-\frac{x^2 \log^2 x}{4}},$$

(3.39)

$$\int_{-\infty}^{\infty} \omega(\frac{1}{2} + it)dt = 1.$$
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Proof. On page 5 of [5] it is proven that

\[
\int_{(c)} e^{(s-s_0)^2/\Delta^2} x^{s-\frac{1}{2}} ds = i \Delta \sqrt{x} x^{-s_0} \exp\left(-\frac{\Delta^2 \log^2 x}{4}\right).
\]

Therefore (3.38) and (3.39) follows from the above by choosing \( s_0 = \frac{1}{2} + i u \). Lastly, (3.40) is given by

\[
\int_{-\infty}^{\infty} \omega(\frac{1}{2} + it) dt = \Delta^{-1} \pi^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-(t-u)^2/\Delta^2} dt = 1.
\] (3.41)

Now we give a proof of our theorem.

Proof of Theorem 3.1. Consider

\[
S := \sum_{L(\rho\pi, \pi) = 0} \omega(\rho\pi) A(\rho\pi) B(1 - \rho\pi),
\]

\[
I_R = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \omega(s) A(s) B(1 - s) \frac{L'(s, \pi)}{L(s, \pi)} ds
\] (3.42)

and

\[
I_L = \frac{1}{2\pi i} \int_{1-c-i\infty}^{1-c+i\infty} \omega(s) A(s) B(1 - s) \frac{L'(s, \pi)}{L(s, \pi)} ds
\] (3.43)

where \( 1 < c < 2 \). Moving the contour in \( I_R \) to the left from \( \Re(s) = c \) to \( \Re(s) = 1 - c \) and applying the residue theorem establish

\[
S = I_R - I_L.
\] (3.44)

We simplify \( I_L \). The functional equation may be written in unsymmetrical form as

\[
L(s, \pi) = \chi_s(s) \overline{L(1 - \overline{s}, \pi)}
\]
where
\[ \chi_\pi(s) = \varepsilon_\pi N^{\frac{1}{2} - s} \gamma(1 - \overline{s}, \pi) \gamma(s, \pi)^{-1}. \]

Taking logarithmic derivatives, we have
\[
\frac{L'}{L}(1 - c + it, \pi) = \frac{\chi'_\pi}{\chi_\pi}(1 - c + it) - \frac{\overline{L'}}{L}(c - it, \pi),
\]
where
\[
\frac{\overline{L'}}{L}(s, \pi) := \sum_{n=1}^{\infty} \frac{\Lambda_\pi(n)}{n^s}
\]
and
\[
\frac{\chi'_\pi}{\chi_\pi}(s) = -\log N - \frac{\gamma'}{\gamma}(1 - \overline{s}, \pi) - \frac{\gamma'}{\gamma}(s, \pi).
\]

Thus \( I_L = J_1 - J_2 \), where
\[
J_1 = \frac{1}{2\pi i} \int_{(1-c)} \omega(s) A(s) B(1-s) \frac{\chi'_\pi}{\chi_\pi}(s) ds,
\]
\[
J_2 = \frac{1}{2\pi i} \int_{(1-c)} \omega(s) A(s) B(1-s) \frac{\overline{L'}}{L}(1-s, \pi) ds.
\]

We now have
\[
S = I_R - J_1 + J_2.
\]

Thus the evaluation of \( S \) has been reduced to that of \( I_R, J_1, \) and \( J_2 \). We further simplify \( J_2 \).

By the variable change \( s \to 1 - s \) it follows that
\[
J_2 = \frac{1}{2\pi i} \int_{(c)} \omega(1-s) A(1-s) B(s) \frac{\overline{L'}}{L}(s, \pi) ds.
\]

Observe that this now has a very similar form to (3.42). Thus \( I_R \) and \( J_2 \) may be treated similarly. By the absolute convergence of the Dirichlet series in (3.42) and (3.49), we
expand out the above integrate termwise to obtain

\[
I_R = -\frac{1}{2\pi i} \sum_{m=1}^{\infty} \sum_{n \leq N} \frac{(a * \Lambda \pi)(m)b(n)}{n} \int_0^1 \omega(n/m)^s ds,
\]

\[
J_2 = -\frac{1}{2\pi i} \sum_{m=1}^{\infty} \sum_{n \leq M} \frac{(b * \Lambda \pi)(m)a(n)}{n} \int_0^1 \omega(1-s)(n/m)^s ds.
\]

where \((a * \Lambda \pi)(m)\) and \((b * \Lambda \pi)(m)\) are given by (3.22) and (3.23).

### 3.3.1 Evaluation of \(I_R, J_2\)

We now proceed to evaluate \(I_R\) and \(J_2\). By Lemma 3.6 with \(x = n/m\)

\[
I_R = -\frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{(a * \Lambda \pi)(m)}{\sqrt{m}} \sum_{n \leq N} \frac{b(n)}{\sqrt{n}} \left(\frac{n}{m}\right)^i u e^{-\frac{\Delta \log^2 \left(\frac{n}{m}\right)}{4}}. \tag{3.50}
\]

and similarly

\[
J_2 = -\frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{(b * \Lambda \pi)(m)}{\sqrt{m}} \sum_{n \leq M} \frac{a(n)}{\sqrt{n}} \left(\frac{n}{m}\right)^{-iu} e^{-\frac{\Delta \log^2 \left(\frac{n}{m}\right)}{4}}. \tag{3.51}
\]

We remove \(n\) and \(m\) such that \(\Delta | \log \left(\frac{n}{m}\right) | \geq \log T\) to obtain a bound of \(O(e^{-c(\log T)^2})\). We set \(m = n + h\) and \(u = T\) and we have \(I_R\) equals

\[
\sum_{|h| \leq N \log T} \sum_{\max(\frac{|h|}{\Delta \log T}, 1) \leq n \leq N} (a * \Lambda \pi)(n+h)b(n) \mathcal{W}(n,h) + O(e^{-c(\log T)^2}). \tag{3.52}
\]

Recall that \(\mathcal{W}(n,h) = e^{\frac{\Delta \log^2 (1+\frac{h}{n})}{4 \sqrt{n(n+h)}}} \left(1 + \frac{h}{n}\right)^{-iT}\). Similarly we have

\[
J_2 = \sum_{|h| \leq M \log T} \sum_{\max(\frac{|h|}{\Delta \log T}, 1) \leq n \leq M} (b * \Lambda \pi)(n+h)a(n) \mathcal{W}(n,h) + O(e^{-c(\log T)^2}). \tag{3.53}
\]
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By the Riemann-Stieltjes integration and (3.19) we have that

\[ I_R = \sum_{|h| \leq \frac{N \log T}{\Delta}} \int_{\max(\frac{|h|\Delta}{\log T}, 1)}^{N} \left( M_{a^*_x, b; h}^j(x) \mathcal{W}(x, h) dx + \mathcal{W}(x, h) d\mathcal{E}_{a^*_x, b; h}(x) \right) dx \]
\[ + O(e^{-c(\log T)^2}). \]

Similarly, by employing (3.20) we have

\[ J_2 = \sum_{|h| \leq \frac{M \log T}{\Delta}} \int_{\max(\frac{|h|\Delta}{\log T}, 1)}^{M} \left( M_{b^*_x, a; h}^j(x) \mathcal{W}(x, h) dx + \mathcal{W}(x, h) d\mathcal{E}_{b^*_x, a; h}(x) \right) dx \]
\[ + O(e^{-c(\log T)^2}). \]

An integration by parts yields

\[ \sum_{|h| \leq \frac{N \log T}{\Delta}} \int_{\max(\frac{|h|\Delta}{\log T}, 1)}^{N} \mathcal{W}(x, h) d\mathcal{E}_{a^*_x, b; h}(x) \]
\[ = \sum_{|h| \leq \frac{N \log T}{\Delta}} \left( \mathcal{W}(x, h) \mathcal{E}_{a^*_x, b; h}(x) \right|_{x=\max(\frac{|h|\Delta}{\log T}, 1)}^{N} - \int_{\max(\frac{|h|\Delta}{\log T}, 1)}^{N} \mathcal{E}_{a^*_x, b; h}(x) d\mathcal{W}(x, h) dx \right). \]

(3.54)

Now by considering the fact that

\[ \frac{\partial}{\partial x} \mathcal{W}(x, h) \ll x^{-2}, \]

we have that (3.54) contribute

\[ O\left( \sum_{|h| \leq \frac{N \log T}{\Delta}} \frac{|\mathcal{E}_{a^*_x, b; h}(N)|}{N} + \frac{|\mathcal{E}_{a^*_x, b; h}(\frac{|h|\Delta}{\log T})|}{T h} + \int_{\max(\frac{|h|\Delta}{\log T}, 1)}^{N} |\mathcal{E}_{a^*_x, b; h}(x)| x^{-2} dx \right), \] (3.55)

to the error term in Theorem 3.1.
3.3.2 Evaluation of $J_1$

Finally, we must evaluate $J_1$. Observe that the poles of $\chi_\pi(s)$ lie in the set

$$\bigcup_{j=1}^{m} \{-\mu_j - k \mid k \in \mathbb{Z}_{\geq 0}\}.$$ 

Label these poles as $c_j$ for $1 \leq j \leq m$. Moving the contour to the right to the line $\Re(s) = 1/2$ yields

$$J_1 = -\frac{1}{2\pi i} \int \frac{\omega(s) A(s) B(1-s) \chi'_\pi(s)}{\chi_\pi} ds + O\left( \sum_{\text{poles } c_j} \omega(c_j) A(c_j) B(1-c_j) \right),$$

where the $O$-term is the contribution from the pole at $s = 0$ and it may be shown that this is $O(e^{-c \log^2 T})$ for some $c > 0$. The integral is

$$-\frac{1}{2\pi} \int_{-\infty}^{\infty} \omega\left(\frac{1}{2} + it\right) A\left(\frac{1}{2} + it\right) B\left(\frac{1}{2} - it\right) \frac{\chi'_\pi\left(\frac{1}{2} + it\right)}{\chi_\pi} \, dt$$

$$= -\frac{1}{2\pi} \int_{-\infty}^{T_2} \frac{1}{\Delta \sqrt{\pi}} e^{-\frac{(t-u)^2}{\Delta^2}} A\left(\frac{1}{2} + it\right) B\left(\frac{1}{2} - it\right) \frac{\chi'_\pi\left(\frac{1}{2} + it\right)}{\chi_\pi} \, dt + O\left(e^{-0.99(\log T)^2}\right)$$

where $T_1 = T - \Delta \log T$ and $T_2 = T + \Delta \log T$. Denote the last integral in the above as $J'_1$.

Let

$$g(t) = \frac{\chi'_\pi\left(\frac{1}{2} + it\right)}{\chi_\pi} \quad \text{and} \quad \phi(t) = \frac{1}{\Delta \sqrt{\pi}} e^{-\frac{(t-u)^2}{\Delta^2}} A\left(\frac{1}{2} + it\right) B\left(\frac{1}{2} - it\right).$$

Then

$$J'_1 = \frac{1}{2\pi} \int_{T_1}^{T_2} \phi(t) g(t) \, dt. \quad (3.56)$$
We now determine an asymptotic expansion for $g(t)$. We have

$$
g(t) = \log N + \frac{\gamma'}{\gamma} \left( \frac{1}{2} + it, \pi \right) + \frac{\gamma'}{\gamma} \left( \frac{1}{2} + it, \pi \right)
$$

$$
= \log N + 2 \Re \frac{\gamma'}{\gamma} \left( \frac{1}{2} + it, \pi \right)
$$

$$
= \log N + 2 \left( \sum_{j=1}^{d} \Re \frac{\Gamma'_{\mathbb{R}}}{\Gamma_{\mathbb{R}}} \left( \frac{1}{2} + it - \mu_j \right) \right).
$$

Observe that

$$
\frac{\Gamma'_{\mathbb{R}}}{\Gamma_{\mathbb{R}}} (s) = - \frac{\log \pi}{2} + \frac{1}{2} \frac{\Gamma'}{\Gamma} (s)
$$

and thus

$$
g(t) = \log N - d \log \pi + \sum_{j=1}^{d} \Re \frac{\Gamma'_{\mathbb{R}}}{\Gamma} \left( \frac{1}{4} - \frac{\mu_j}{2} + i \frac{t}{2} \right). \tag{3.57}
$$

Note that for $\delta > 0$ fixed and $|\arg(z)| \leq \pi - \delta$,

$$
\frac{\Gamma'}{\Gamma} (z) = \log z - \frac{1}{2z} + O_\delta (|z|^{-2}).
$$

Taking real parts, we obtain in the same region

$$
\Re \frac{\Gamma'}{\Gamma} (z) = \log |z| + O_\delta (|z|^{-1}).
$$

Now we can check that

$$
\log \left| \frac{1}{4} - \frac{\mu_j}{2} + i \frac{t}{2} \right| = \log |t| + c + O(|t|^{-1}).
$$

Inserting this is (3.57) yields

$$
g(t) = \log N - d \log \pi + d (\log(|t|) + c) + O(dt^{-1}).
$$
Integrating by parts yields

\[ J'_1 = \frac{1}{2\pi} \int_{T_1}^{T_2} \phi(t) g(t) dt \]

\[ = \frac{1}{2\pi} \left( g(t) \int_{T_1}^{t} \phi(x) dx \bigg|_{T_1}^{T_2} - \int_{T_1}^{T_2} g'(t) \left( \int_{T_1}^{t} \phi(x) dx \right) dt \right). \]

Note that

\[ g(t) = d \log t + c_0 + c_1 t^{-1} + O(t^{-2}), \]

\[ g'(t) = dt^{-1} + O(t^{-2}) \]

and

\[ \int_{T_1}^{T_2} \phi(t) dt = \int_{-\infty}^{\infty} \phi(t) dt + O(e^{-0.99(\log u)^2}). \]

Using these estimates

\[ J'_1 = \frac{1}{2\pi} \left( d(\log T_2 + O(1)) \right) \int_{-\infty}^{\infty} \phi(t) dt + O\left( \int_{T_1}^{T_2} t^{-1} \left| \int_{T_1}^{t} \phi(x) dx \right| dt \right) \]

The second error term is

\[ \ll \frac{T_2 - T_1}{T_2} \int_{T_1}^{T_2} \phi(t) dt \ll \frac{\Delta \log T}{T_2} \int_{-\infty}^{\infty} \phi(t) dt. \]  \hspace{1cm} (3.58) \]

Also

\[ \log T_2 = \log T + \log \left( \frac{T_2}{T} \right) = \log T + \log \left( 1 + \frac{\Delta \log T}{T} \right) = \log T + O \left( \frac{\Delta \log T}{T} \right) \]

Putting everything together

\[ J'_1 = \frac{1}{2\pi} \left( (d \log T + O(1 + \frac{\Delta \log T}{T})) \right) \int_{-\infty}^{\infty} \phi(t) dt \]
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\[
\int_{-\infty}^{\infty} \phi(t) dt = \int_{-\infty}^{\infty} e^{-\frac{(t-T)^2}{\Delta^2}} A(\frac{1}{2} + it) B(\frac{1}{2} - it) dt
\]

and thus

\[
J_1 = \frac{1}{2\pi} \left( d(\log T + O(1 + \frac{\Delta \log T}{T})) - \frac{1}{\Delta \sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{(t-T)^2}{\Delta^2}} A(\frac{1}{2} + it) B(\frac{1}{2} - it) dt \right)
\]

To finish the proof we apply Lemma 3.7 to the above integral.

**Proof of Corollary 3.2.** By Using the bound \(|\mathcal{E}_{a=\Lambda_\alpha,b,h}(x,h)| \ll x^\sigma\) in (3.55) we obtain an error term \(O(N^\sigma / T)\). We have a similar calculation for \(J_2\).

**Lemma 3.7.** Let \(A, B\) be Dirichlet polynomials defined in (3.3). Let

\[
I = \int_\mathbb{R} \mathcal{O}(t) A(\frac{1}{2} + it) B(\frac{1}{2} - it) dt.
\]

Then we have that

\[
I = \sum_{|h| \leq \frac{\log T}{\Delta}} \int_0^k \mathcal{M}_{a,b}^{l}(x) \mathcal{W}(x,h) dx + E_{a,b}(k),
\]

where

\[
E_{a,b}(k) = \left( \sum_{|h| \leq \frac{\log T}{\Delta}} \frac{|\mathcal{E}_{a,b,h}(k)|}{k} + \frac{|\mathcal{E}_{a,b,h}(\frac{\Delta}{\log T})|}{Th} + \int_{\max(\frac{|h|}{\log T}, 1)}^k |\mathcal{E}_{a,b,h}(x)| x^{-2} dx \right).
\]

**Proof.** This follows similar argument to our estimation of \(I_\mathbb{R}\) and \(J_2\). The main difference is here we only need to consider the shifted convolutions of \(a(n)\) and \(b(n)\).

3.4 Small gaps between the zeros of the zeta function

In this section we establish Corollary 3.3 which provides a formula for \(Q_{\phi_1}(c,T)\).
3.4. SMALL GAPS BETWEEN THE ZEROS OF THE ZETA FUNCTION

Proof of corollary 3.3. Observe that

\[
Q_{\Phi_1}(c, T) = \int_{\frac{c}{\log T}}^{\frac{c}{\log T}} \sum_{T/2 \leq \gamma \leq 2T} \omega\left(\frac{1}{2} + i(\gamma + \alpha)\right) |A\left(\frac{1}{2} + i(\gamma + \alpha)\right)|^2 d\alpha \tag{3.61}
\]

To prove the corollary we take \(\phi(t) = |A\left(\frac{1}{2} + it\right)|^2 \omega\left(\frac{1}{2} + it\right)\), and apply Theorem 3.1 by considering \(a_\alpha(n) = a(n)n^{i\alpha}\) in place of \(a(n)\) and \(a_{-\alpha}(n) = \overline{a(n)}n^{-i\alpha}\) in place of \(b(n)\). Note that since \(\omega\left(\frac{1}{2} + it\right)\) is positive therefore by the Mean Value Theorem there exist \(\tilde{t} \in [t, t + \alpha]\) such that

\[
|\omega\left(\frac{1}{2} + it + \alpha\right) - \omega\left(\frac{1}{2} + it\right)| < T^{-1+\varepsilon} \omega\left(\frac{1}{2} + i\tilde{t}\right) \ll T^{-1+\varepsilon} \omega\left(\frac{1}{2} + it\right).
\]

Therefore we can apply Theorem 3.1 to get

\[
Q(c, T) = \frac{N}{D} + E \tag{3.62}
\]

where

\[
N = \int_{\frac{c}{\log T}}^{\frac{c}{\log T}} \left(\log T + O(1)\right) \sum_{|h| \leq K \log T} \int_{t}^{K} \mathcal{M}_{a_\alpha, \overline{a}_{-\alpha}}(x) \mathcal{W}(x, h) (\frac{x}{x + h})^{i\alpha} dx d\alpha
\]

\[
- 2\Re \left( \sum_{|h| \leq K \log T} \int_{t}^{K} \mathcal{M}_{a_\alpha, \overline{a}_{-\alpha}}(x) \mathcal{W}(x, h) dx \right) d\alpha
\]

and

\[
D = \sum_{|h| \leq K \log T} \int_{t}^{K} \mathcal{M}_{a_\alpha, \overline{a}_{-\alpha}}(x) \mathcal{W}(x, h) dx.
\]
3.4. SMALL GAPS BETWEEN THE ZEROS OF THE ZETA FUNCTION

We integrate with respect to $\alpha$ in the first integrand of $N$ and we have

$$
\int_{\frac{c}{\log T}}^{\frac{c}{\log T}} \frac{\log T}{2\pi} + O(1) \sum_{|h| \leq \frac{K\log T}{\Delta}} \int_{\log \frac{t}{h}}^{K} \mathcal{M}_{\alpha,\pi,\lambda}(x) \mathcal{W}(x, h) \left( \frac{x}{x+h} \right)^{i\alpha} \, dx \, d\alpha
$$

$$
= c + O\left( \frac{1}{\log T} \right) \sum_{|h| \leq \frac{K\log T}{\Delta}} \int_{\log \frac{t}{h}}^{K} \mathcal{M}_{\alpha,\pi,\lambda}(x) \mathcal{W}(x, h) \, dx
$$

$$
+ O\left( \frac{1}{T} \sum_{|h| \leq \frac{K\log T}{\Delta}} \mathcal{M}_{\alpha,\pi,\lambda}(x) \mathcal{W}(x, h) \, dx \right)
$$

Therefore we have

$$
\frac{N}{D} = c - \frac{\int_{\frac{c}{\log T}}^{\frac{c}{\log T}} 2\Re \left( \sum_{|h| \leq \frac{K\log T}{\Delta}} \int_{\log \frac{t}{h}}^{K} \mathcal{M}_{\alpha,\pi,\lambda}(x) \mathcal{W}(x, h) \, dx \right) \, d\alpha}{\sum_{|h| \leq \frac{K\log T}{\Delta}} \int_{\log \frac{t}{h}}^{K} \mathcal{M}_{\alpha,\pi,\lambda}(x) \mathcal{W}(x, h) \, dx} + O\left( \frac{1}{\log T} \right).
$$

For the error term $E$ we have

$$
E = \frac{E_{\lambda,\lambda,\lambda}(K,K)D + E_{\lambda,\lambda,\lambda}(K,D) - E_{\lambda,\lambda,\lambda}(K)N}{D(D + E_{\lambda,\lambda,\lambda}(K))} \quad (3.63)
$$

Here we use the assumption that $E_{\lambda,\lambda,\lambda}(K,K) = o(N)$ and $E_{\lambda,\lambda,\lambda}(K) = o(D)$ and therefore we have

$$
E = o\left( \left| \frac{N}{D} \right| + 1 \right). \quad (3.64)
$$

This shows that $Q(c, T) \sim \frac{N}{D}$, as $T \to \infty$. \hfill \square

To prove Corollary 3.4 we need to apply Corollary 3.3 to

$$
A(s) = \sum_{n \leq K} \frac{\lambda(n)n^{i\alpha}}{n^s}. \quad (3.65)
$$

Note that we will take $K$ to be much larger than $T$ and therefore we will have off diagonal contribution. However, we will show that that the off-diagonal contribution is negligible.

In order to use Corollary 3.3 need to show $E_{\lambda,\lambda,\lambda}(K,K) = o(N)$ and $E_{\lambda,\lambda}(K) = o(D)$. By
assuming $LV(0, \frac{1}{2}, \delta)$, for $h \neq 0$ we have

$$\sum_{n \leq x} (\lambda - \alpha \Lambda)(n)\lambda_\alpha(n + h) \ll x^\delta. \quad (3.66)$$

This shows that for $h \neq 0$, $\mathcal{M}_{\lambda - \alpha \Lambda \lambda_{\alpha,h}}(x) = 0$ and $\delta_{\lambda - \alpha \Lambda \lambda_{\alpha,h}}(x, h) = O(x^\delta)$. We also have $\delta_{\lambda - \alpha \Lambda \lambda_{\alpha,h}} \ll x^{\delta_1}$ by the strong form of Chowla’s conjecture with $a = 1$, $Ch_1(0, \frac{1}{2}, \delta_1)$. This shows that we can take $K = T^{2/(1+\delta)} - \varepsilon$ and have $E_{\lambda,\lambda}(K, K) = o(N)$ and $E_{\lambda,\lambda}(K) = o(D)$. Consequently we can apply Corollary 3.3 to (3.65)

**Proof of Corollary 3.4.** Let $c$ be positive such that $c = O(1)$ and let $K = T^\theta$. We apply Corollary 3.3 to (3.65) and we have

$$Q_{\phi_1}(c, T) \sim c - \frac{\int_{\frac{\log T}{\pi}}^{\frac{\log T}{\pi}} 2\Re \left( \int_1^K M_{\lambda_{\alpha,h}}(x) W(x, 0) dx \right) d\alpha}{\int_1^K M_{\lambda_{\alpha,h}}(x) W(x, 0) dx} \quad (3.67)$$

We have that $W(x, 0) = x^{-1}$ and therefore we can rewrite the integrals in the above as the corresponding summations and therefore we have

$$Q_{\phi_1}(c, T) \sim \left( c - \frac{\int_{\frac{\log T}{\pi}}^{\frac{\log T}{\pi}} 2\Re \left( \sum_{mn \leq K} \frac{\lambda(m) m^{\alpha} \Lambda(n) \lambda_\alpha(mn)}{mn} \right) d\alpha}{\sum_{n=1}^{K} \frac{\lambda(n)^2}{n}} \right)$$

$$= c - \frac{\int_{\frac{\log T}{\pi}}^{\frac{\log T}{\pi}} \frac{2}{\pi} \left( \sum_{mp \leq K} \lambda(m) \lambda(mp) \sin \left( \frac{\pi c \log n}{\log T} \right) \right) mp}{\sum_{n=1}^{K} \frac{\lambda(n)^2}{n}} + O\left( \frac{1}{\log T} \right)$$

$$= c + \frac{2 \log K}{\pi} \int_1^{\frac{\log T}{\pi}} \frac{\sin \left( \frac{\pi c \log t}{\log T} \right)}{x \log x} dx$$

$$= c + 2 \int_0^1 \frac{(1 - u) \sin \left( \pi c u \frac{\log K}{\log T} \right)}{u} du + O\left( \frac{1}{\log T} \right)$$

$$= c + 2 \int_0^1 \frac{(1 - u) \sin \left( \pi c u \theta \right)}{u} du + O\left( \frac{1}{\log T} \right).$$
With the choice \( c = 0.4999 \) and \( \theta = 1 + 1/12 \) we find that this expression equals \( 1.00034 + O(1/\log T) \) and thus \( Q_{\phi_1}(c, T) > 1 \) as \( T \to \infty \).

**Discussion** Here we will show the relation between \( LV(\eta_0, \sigma_0, \delta_0) \) and \( Ch_1(\eta_1, \sigma_1, \delta_1) \) and \( Ch_2(\eta_2, \sigma_2, \delta_2) \). We will prove that \( Ch_1(\eta_0, 1, \delta_1) \), plus \( Ch_2(\eta_0, 1, \delta_2) \), imply \( LV(\eta_0, 0, (1 + \delta)/2) \) with \( \delta = \max(\delta_1, \delta_2) \).

We have that

\[
\sum_{n \leq x} (\lambda_{-\alpha} \ast \Lambda)(n) \lambda_\alpha(n + h) = \sum_{1 \leq mp^k \leq x} \lambda(m) \lambda(mp^k + h) \left( p^k + \frac{h}{m} \right)^i \log p
\]

\[= \sum_{k=1}^{L} \sum_{m < \sqrt{x}} \lambda(m) \sum_{p \leq (x/m)^{1/k}} \lambda(mp^k + h) \left( p^k + \frac{h}{m} \right)^i \log p \quad (3.69)\]

\[+ \sum_{k=1}^{L} \sum_{m > \sqrt{x}} \sum_{p \leq (x/m)^{1/k}} \lambda(m) \lambda(mp^k + h) \left( p^k + \frac{h}{m} \right)^i \log p \quad (3.70)\]

where \( L = O(\log x) \). The terms \( k \geq 2 \) in (3.69) are estimated trivially as

\[
\sum_{2 \leq k \leq L} \sum_{m \leq \sqrt{x}} \sum_{p \leq (x/m)^{1/k}} \log p \ll \sum_{2 \leq k \leq L} \sum_{m \leq \sqrt{x}} (x/m)^{1/k} \ll x^{1/2}. \]

For \( k = 1 \), we let \( g(x) = (x + \frac{h}{m})^i \log x \) and the inner sum in (3.69) is

\[
\sum_{p \leq \frac{x}{m}} \lambda(mp + h)g(p) = \left( \sum_{p \leq \frac{x}{m}} \lambda(mp + h) \right) g\left( \frac{x}{m} \right) - \int_{1}^{\frac{x}{m}} \left( \sum_{p \leq t} \lambda(mp + h) \right) g'(t) dt.
\]

Using the fact that \( g'(t) \ll t^{-1+\varepsilon} \) together with \( Ch_2(\eta_0, 1, \delta_2), (3.34) \), we find that

\[
\sum_{p \leq \frac{x}{m}} \lambda(mp + h)g(p) \ll \left( \frac{x}{m} \right)^{\delta_2} \left( \frac{x}{m} + \frac{h}{m} \right)^i \log \left( \frac{x}{m} \right) + O\left( \int_{1}^{x/m} t^{\delta_2-1+\varepsilon} \right) \ll \left( \frac{x}{m} \right)^{\delta_2+\varepsilon}. \quad (3.71)
\]
Thus (3.69) is bounded by
\[
\ll \sum_{m \leq \sqrt{x}} |\lambda(m)| \left( \frac{x}{m} \right)^{\delta_2 + \varepsilon} + \sqrt{x} \ll x^{(1+\delta_2+\varepsilon)/2}.
\]

We now estimate (3.70). We rewrite the sum as
\[
\sum_{k=1}^{L} \sum_{p < x^{1/(2k)}} \log p \sum_{\sqrt{x} \leq m \leq x/p^k} \lambda(m) \lambda(mp^k + h) \left( p^k + \frac{h}{m} \right)^{i\alpha}.
\]

Now by using \(Ch_1(\eta_0, 1, \delta_1)\), (3.33), and the fact that
\[
\frac{\partial}{\partial x} \left( \left( p^k + \frac{h}{x} \right)^{i\alpha} \right) \ll x^{-1+\varepsilon}
\]

and partial summation we have that the innermost sum in (3.70) is
\[
\left( \frac{x}{p^k} \right)^{\delta_1} \left( p^k + \frac{h p^k}{x} \right)^{i\alpha} \log(x) + O(\int_1^{x/p^k} t^{\delta_1-1+\varepsilon} dt).
\]

Therefore we have that (3.70) contributes \(O(x^{(1+\delta_1+\varepsilon)/2})\) to the error term. Finally, let
\[
\delta = \max(\delta_1, \delta_2),
\]

then for \(h \neq 0\) we have
\[
\sum_{n < x} (\lambda - \alpha * \Lambda)(n) \lambda_\alpha(n+h) = O(x^{(1+\delta+\varepsilon)/2}).
\]

3.4.1 Small gaps and \(Q(c, T)\)

In this section we give a proof of the fact that \(Q(c, T) > 1\) implies \(\mu \leq c\). Assume that
\[
Q_p(c, T) = \frac{\int_{-\pi}^{\pi} \log T \sum_{T/2 \leq \gamma \leq 2T} \phi(\gamma + \alpha) d\alpha}{\int_{T/2}^{2T} \phi(t) dt} > 1,
\]

this means that there exist an intersection between intervals \([\gamma - \frac{\pi}{\log T}, \gamma + \frac{\pi}{\log T}]\) where \(T/2 \leq \gamma \leq 2T\) are the imaginary parts of the zeros of the zeta function. Therefore we can find \(\gamma\).
and γ' such that

$$|\gamma - \gamma'| < \frac{2\pi c}{\log T},$$

and therefore there exist n such that

$$\gamma_n - \gamma_{n+1} = \frac{2\pi \tilde{c}}{\log T},$$

with $|\tilde{c}| < c$. Using this we have

$$\frac{\gamma_n \log \gamma_n}{2\pi} - \frac{\gamma_{n+1} \log \gamma_{n+1}}{2\pi} = \frac{1}{2\pi} \left( \frac{\gamma_{n+1} \log \left( 1 + \frac{2\pi \tilde{c}}{\gamma_{n+1} \log T} \right)}{\gamma_{n+1} \log T} + \frac{\tilde{c}}{\log T} \log \left( \frac{\gamma_{n+1} + 2\pi \tilde{c}}{\log T} \right) \right)$$

$$= \tilde{c} + O\left( \frac{1}{\log T} \right), \quad (3.74)$$

Since $|\gamma_{n+1} + \frac{2\pi \tilde{c}}{\log T}| < 2T + 1$. Therefore we have $|\hat{\gamma}_n - \hat{\gamma}_{n+1}| \leq |\tilde{c}| < c$. Now since we have

$$\mu = \liminf_{n \to \infty} \left( \hat{\gamma}_{n+1} - \hat{\gamma}_n \right)$$

we conclude that $\mu < c$. 
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Chapter 4

On binary and quadratic divisor problems

4.1 Introduction

In this paper we are concerned with shifted convolution sums of several arithmetic functions. We divide the introduction into three parts. In the first part we discuss the binary divisor problem which plays an important role in bounding the fourth moment of the zeta function on the critical line. In the second part we discuss the quadratic divisor problem which has applications to bounding more general $L$-functions. In the last part of the introduction we discuss the application of the quadratic divisor problem to the Lindelöf hypothesis.

4.1.1 Binary convolution sums

The binary additive divisor problem is related to calculation of

$$\sum_{m-n=h} d(m)d(n)f(m,n),$$

where $d(n)$ is the number of divisors of $n$ and $f$ is a smooth function on $\mathbb{R}^+ \times \mathbb{R}^+$ which oscillates mildly. Vinogradov [66] and Conrey and Gonek in [13] conjectured that

$$\sum_{n \leq X} d(n)d(n+h) = \text{Main term} + O(X^{1/2+\varepsilon}),$$
uniformly for $h \leq X^{1/2}$, where the main term is of the form $XP(\log X)$, where $P$ is a quadratic polynomial whose coefficients are functions of $h$. This problem begins with Ingham, who found an asymptotic with error term $o(X)$. Estermann [24] improved the error term to $O(X^{11/12+\varepsilon})$. Using Weil’s optimal bound on Kloosterman sums, Heath-Brown [35] improved the error term to $O(X^{5/6+\varepsilon})$. The final improvement on the error term with respect to $X$ was obtained by Deshouillers and Iwaniec [17]. For fixed $h$ they proved

$$\sum_{n\leq X} d(n)d(n+h) = \text{Main term} + O(X^{2/3+\varepsilon}).$$  \hfill (4.2)

Further improvement in the $h$-aspect was obtained by Motohashi [62], where he proved a uniform result for $h \leq X^{64/39}$. Finally, Meurman [55] improved the range to $h \leq X^{2-\varepsilon}$. This is the best result in the literature.

In this article shifted convolution sums of the shape

$$\sum_{am-bn=h} \lambda(m)\gamma(n)f(am, bn)$$  \hfill (4.3)

shall be considered for sequences including the divisor function, Fourier coefficients of a primitive cusp form, and the number of representations of an integer $n$, as a sum of two squares. Let $g(z)$ be a primitive cusp form of weight $k$ and level $q$. We have that $g$ has a Fourier expansion

$$g(z) = \sum_{n=1}^{\infty} \alpha(n)n^{(k-1)/2}e(nz).$$  \hfill (4.4)

The shifted convolution sum for the Fourier coefficients $\alpha(n)$ of $f$ is

$$\sum_{am-bn=h} \alpha(m)\alpha(n)f(am, bn).$$  \hfill (4.5)

Blomer [6] proved that if $f$ is supported on $[X, 2X] \times [X, 2X]$ and has decaying partial derivatives satisfying

$$\frac{\partial^{i+j}}{\partial x^i \partial y^j} f(x, y) \ll \frac{1}{X^{i+j}},$$  \hfill (4.6)
then \((4.5)\) is \(\ll X^{1/2+\theta+\varepsilon}\). Here \(\theta\) is the constant such that for \(\lambda(n)\) the eigenvalues of the Hecke operator that acts on the space of weight 0 Maass cusp forms of level \(q\), we have \(|\lambda(n)| \leq d(n)^\theta\). The Ramanujan-Petersson conjecture predicts \(\theta = 0\) and the Weil bound for Kloosterman sums gives \(\theta \leq 1/4\). Kim and Shahidi [50] proved \(\theta \leq 1/9\), and the current best bound is \(\theta \leq 7/64\), due to Kim and Sarnak [49].

For sums of two squares we have

\[ r(n) = \#\{(x,y) : x^2 + y^2 = n\} = 4 \sum_{d|n} \chi_4(d), \]

where \(\chi_4\) is the non principal character modulo 4. For odd \(h\), Iwaniec [45], by employing spectral theory, proved

\[ \sum_{n \leq X} r(n)r(n+h) = 8\left(\sum_{d|h} \frac{1}{d}\right)X + O(h^{1/3}X^{2/3}), \]

and Chamizo [10] gave a conditional result for general \(h\).

There is a major difference between sequences like \(d(n)\) or \(r(n)\) and \(\alpha(n)\). We will explain it as follows. For \(\alpha(n)\) we have

\[ \sum_{n \leq X} \alpha(n)e(nx) \ll \sqrt{X} \log X, \]

while the same sum obtained by replacing \(\alpha(n)\) with \(d(n)\) or \(r(n)\), depends on \(x\), has main terms bigger than \(\sqrt{X}\). This difference makes it harder to deal with shifted convolution sums of sequences like \(d(n)\) or \(r(n)\). More precisely, the circle method developed by Jutila [48] is very powerful for calculating the shifted convolution sums of coefficients of modular or Mass forms of \(SL(2,\mathbb{Z})\) and even \(SL(3,\mathbb{Z})\) (see [64]). However because of the difference mentioned, the Jutila circle method is not useful for shifted convolution sums of the sequences whose main terms are greater than \(\sqrt{X}\). The purpose of this part of this article is to develop the \(\delta\)-method of Duke and Friedlander and Iwaniec [22] in order to handle shifted
convolution sums of these sequences, with good error terms. The key ingredient is Voronoi type summation formulae which introduces Kloosterman sums via the circle method. In our work instead of using the Weil bound on Kloosterman sums we will get a better error term by means of the Kuznetsov trace formula [18, Theorem 1].

In this direction we prove

**Theorem 4.1.** Let \( f \) be a smooth function supported on \([X, 2X] \times [X, 2X]\) satisfying (4.6). Then for \( \epsilon > 0 \) and \( h \ll X^{1-\epsilon} \), we have

\[
\sum_{m-n=h} d(m)d(n)f(m,n) = \text{Main term}(f) + O(X^{1/2+\epsilon}h^\theta).
\]

(4.7)

The main term is the same as [22, Equation 5] with \( a, b = 1 \).

Note that the Ramanujan Petersson conjecture predict that \( \theta = 0 \). This theorem improves on Meurman’s result [55], \( O(X^{1/2+\epsilon}h^{1/8+\theta/2}) \), for the weight function \( f \) satisfying (4.6). (See page 238 of [55] with \( N \asymp X \).)

Another example of sequences with main terms is obtained from \( \tau_\chi(n) = \sum_{d|n} \chi(d) \) where \( \chi \) is a Dirichlet character. We prove that

**Theorem 4.2.** Let \( \chi \) be an odd primitive character modulo a prime number \( p \). Let \( f \) be a smooth function supported on \([X, 2X] \times [X, 2X]\) satisfying (4.6). Then for \( h \ll X^{1-\epsilon} \), if \( p|h \) we have

\[
\sum_{m-n=h} \tau_\chi(m)\tau_\chi(n)f(m,n) = \text{Main term}(f) + O(X^{1/2+\theta+\epsilon}),
\]

(4.8)

where the Main term stated in (4.63). For the sum of two squares, if \( 4|h \) we have

\[
\sum_{m-n=h} r(m)r(n)f(m,n) = \text{Main term}(f) + O(X^{1/2+\theta+\epsilon}).
\]

(4.9)

where the main term comes from setting \( q = 4 \) in (4.63).

Note that (4.8) improves, in the binary case, the error \( O(X^{3/4+\epsilon}) \) obtained by Heap [34].

Our method seems to be applicable to the shifted convolution sum of the divisor function
and the Fourier coefficient of a cusp form of the full modular group and weight $k$. We expect the following to hold:

$$\sum_{n-m=h} \alpha(n)d(m)f(n,m) = O(X^{1/2+\varepsilon} h^0). \tag{4.10}$$

Next we look at more general shifted convolution sums.

### 4.1.2 Quadratic divisor problem

As we mentioned previously one application of the binary divisor problem is to bounding the moments of the zeta function. In this section we study a variation of the binary divisor problem that has applications to other families of $L$-functions. Let $L_g(s)$ be the $L$-function attached to $g$ in (4.4), i.e.

$$L_g(s) := \sum_{n=1}^{\infty} \alpha(n)n^{-s}. \tag{4.11}$$

This $L$-function satisfies a functional equation from which the convexity bound

$$L_g(s) \ll (k^2 |s^2| q)^{1/4 + \varepsilon}$$

may be derived. The Lindelöf hypothesis asserts

$$L_g(s) \ll (k^2 |s^2| q)^{\varepsilon}, \tag{4.12}$$

for any $\varepsilon > 0$. In many applications it suffices to replace the exponent $1/4$ by any smaller number. Such an estimate is called a subconvex bound. In order to break the convexity bound on $L_g(s)$, Duke, Friedlander and Iwaniec in [21, 20] needed an asymptotic with a good error term for $D_f(a, 1; h)$, where

$$D_f(a, b; h) := \sum_{am-bn=h} d(m)d(n)f(am, bn). \tag{4.13}$$
In [22] they proved that if $f$ satisfies (4.6) then

$$D_f(a,b,h) = \text{Main term}(f,a,b) + E_f(a,b,h),$$

(4.14)

where

$$E_f(a,b,h) = O(X^{3/4+\varepsilon}).$$

Note that the main term has order of magnitude of $X/ab$, thus the result is nontrivial as long as $ab < X^{1/4}$. As an application of (4.14) in [21, 20] they proved that

$$L_g\left(\frac{1}{2} + it\right) \ll q^{47/192+\varepsilon}.$$  

(4.15)

In general, improving the error term or getting the error term of order $X^{1-\varepsilon}/ab$, appears to be an extremely hard problem which we discuss in the next section. The purpose of this article is to improve the error term when one of $a$ or $b$ equals 1. We prove the following:

**Theorem 4.3.** Let $f$ be a smooth function supported on $[X,2X] \times [X,2X]$ satisfying (4.6). For $h \ll X^{1-\varepsilon}$, We have

$$D_f(a,1,h) := \sum_{am-n=h} d(m)d(n)f(am,n) = \text{Main term}(f,a,1) + O(X^{1/2+}\theta+\varepsilon),$$

(4.16)

where the Main term stated in the Equation (4.80).

Note that $\theta < 7/64 \approx 0.109375$. This unconditionally improves the error term $O(X^{0.75+\varepsilon})$ of [22] to $O(X^{0.6094})$, and under the Ramanujan-Petersson conjecture to $O(X^{0.5+\varepsilon})$.

**Remark 4.4.** For the application to get a subconvex bound (4.15) it is enough to take $b = 1$.

In general to detect the condition $am - bn = h$ in the sum (4.13), one needs to use some variant of the circle method. There are two major versions of the circle method that can be used in shifted convolution sums problems. The $\delta$-method was invented by Duke,
Friedlander and Iwaniec [19] and it was used to break the convexity bound on $L$-functions associated to holomorphic cusp forms. Their idea was developed in many other papers (see [51, 56]). Another method used frequently in such problems is known as the Jutila circle method [48], which also has applications on shifted convolution sums for $GL(3) \times GL(2)$ [64]. We did not use either of these methods. In the case of the $\delta$-method the inverses of $a$ and $b$ would enter in the Kloosterman sums. This would make it difficult to average the Kloosterman sums. We tried to apply Blomer’s [6] treatment of the Jutila circle method to $D_f(a,b;h)$. However, despite many attempts, we were unable to make the argument work. The problem starts with [6, Lemma 3.2], which provides square root cancellation on average for shifted convolution sums of Fourier coefficient of cusp forms. We do not have such estimates for the divisor function. Here we use a more elementary method which goes back to Heath-Brown and was used by Meurman in [55]. In our argument we need to take $b = 1$, otherwise the inverse of $b$ enters the Kloosterman sums and makes the averaging difficult. It might be possible to treat the case $b > 1$ by using spectral theory of automorphic forms to break the Kloosterman sums into Fourier coefficients of Maass forms. However, even if this idea works, it will greatly complicate the argument and we would like to present a simple proof.

### 4.1.3 Generalized shifted divisor problem

In the previous section we mentioned the connection between the quadratic divisor problem and sub-convexity bounds for families of $L$-functions. Breaking the convexity bound is a step forward towards the Lindelöf hypothesis (4.12) for these $L$-functions. Now let

$$M_k(T) = \int_0^T \left| \zeta\left(\frac{1}{2} + it\right) \right|^{2k} dt$$

(4.17)
be the $k$-th moment of the Riemann zeta function. The Lindelöf hypothesis for the Riemann zeta function is equivalent to the statement that

$$M_k(T) \ll T^{1+\varepsilon},$$

(4.18)

for all positive integers $k$ and all positive real numbers $\varepsilon$. There is a close connection between the generalized shifted divisor problem and the moments of the zeta function. Here we define the generalized shifted divisor problem, or $(k,l)$-shifted divisor problem, as finding non-trivial estimates for the sum

$$\sum_{m-n=h} d_k(m)d_l(n)f(m,n),$$

(4.19)

where $d_k(n) = \#\{(d_1 \cdots d_k) \in \mathbb{N}^k : d_1 \cdots d_k = n\}$, and $f$ satisfies (4.6). There are conflicting conjectures regarding the size of the error term in the $(k,k)$-shifted divisor problem.

**Conjecture 4.5.** Vinogradov [66] conjectured

$$\sum_{m-n=h} d_k(m)d_k(n)f(m,n) = \text{Main term}(f) + O(X^{1-\frac{1}{k}}).$$

(4.20)

Furthermore, Ivic [44] suggested that the $O$ term in (4.20) should be replaced by $\Omega$. Contrary to Ivic’s conjecture, Conrey and Gonek’s [13] conjectured the following.

$$\sum_{m-n=h} d_k(m)d_k(n)f(m,n) = \text{Main term}(f) + O(X^{\frac{1}{2}+\varepsilon}),$$

(4.21)

uniformly for $h \leq \sqrt{X}$. Note that in their formulation of the conjecture, $f$ is the indicator function of $[X,2X] \times [X,2X]$. However in practice we need to consider $f$ as in (4.6). Ivic’s conjecture in the case $k = 2$ was proven by Motohashi [62] and Szydlo improved the result and showed the error term in the case $k = 2$ is $\Omega_{\pm}(X^{1/2})$.

We mentioned some of the results for the $(2,2)$-shifted divisor problem in the first part.
of the introduction. For $k, l > 2$ this problem remains unsolved and seems to be extremely hard. For the case $(k, l) = (3, 2)$ an asymptotic formula was obtained by Hooley [39]. For the case $(k, 2)$ an asymptotic formula was derived by Linnik [54] using the dispersion method. Motohashi improved on Linnik’s result by saving a power of $\log X$ in the error term. A power savings in the error term was obtained by Friedlander and Iwaniec [26] in the case $(k, l) = (3, 2)$. They showed that there exists $\delta > 0$ such that the error term is smaller than $X^{1-\delta}$. Heath-Brown [36] showed that $\delta = 1/102$ is valid.

Here we describe a bridge between the quadratic divisor problem and the $(k, l)$-shifted divisor problem. We explain this by means of the following lemma.

**Lemma 4.6.** Let $f$ be a compactly supported function defined on $\mathbb{R}^2$. We have that

$$
\sum_{a, b} D_f(a, b; h) = \sum_{a, b} \sum_{am - bn = h} d(m)d(n)f(am, bn) = \sum_{m-n = h} d_3(m) d_3(n)f(m, n). \quad (4.22)
$$

In general for $k, l \geq 2$ we have

$$
\sum_{1 \leq i \leq k-1} \sum_{1 \leq j \leq l-1} d(n) d(m) f(a_1 \cdots a_{k-1} n, b_1 \cdots b_{l-1} m) = \sum_{m-n = h} d_k(m) d_l(n)f(m, n). \quad (4.23)
$$

This lemma shows that by summing $D_f(a, b; h)$ over $a$ and $b$ we can study the generalized shifted divisor problem. Therefore the error term in the $(k, l)$-shifted divisor problem is the sum of the error terms in the quadratic divisor problem. This brings us to the following crucial question.

**Question:** What is the size of the error $E_f(a, b, h)$?

We may assume the following plausible assumptions:

1. The function $E$ as a function of $a, b$ oscillates mildly with respect to changes in $a, b$.

   This means that if $\| (a, b) - (c, d) \|_2$ is small then $E_f(a, b, h)$ and $E_f(c, d, h)$ are roughly the same size.
2. For \( a, b \ll 1 \), \( E_f(a, b, h) = O(X^{1/2+\epsilon}) \).

3. We assume that it possible to restrict the sum of \( E_f(a, b, h) \) over \( a, b \) in (4.22) to the region \( ab \ll X \).

Using these heuristics we may conclude that either \( E_f(a, b, h) = O(\sqrt{X}/ab) \) or \( E_f(a, b, h) = O(\sqrt{X}/ab) \). Note that \( E_f(a, b, h) = O(\sqrt{X}/ab) \) matches very well with Conrey and Gonek’s conjecture for \((k,k)\)-shifted divisor problem (4.21). While assuming \( E_f(a, b, h) = O(\sqrt{X}/ab) \) only matches Vinogradov’s conjecture for \((3,3)\)-shifted divisor problem. Moreover, to get Vinogradov’s conjecture (4.20) for general \( k \) one needs to assume specific cancellations between \( E_f(a, b, h) \) when we sum over \( a, b \). This argument shows that the conjecture of Conrey and Gonek on the order of magnitude of the error terms in \((k,k)\)-shifted divisor problem seems to be more accurate than Vinogradov’s and Ivic’s conjectures.

We conclude this section with pointing out the connection between the \((k,k)\)-shifted divisor problem and the Lindelöf hypothesis for the Riemann zeta function. Ivic [44] has shown that if (4.20) holds for \( k = 3 \) then (4.18) holds for \( k = 3 \). Moreover, in [43] he proved that if we assume that the error term, on average over \( h \) in (4.21), has square root cancellation, then the Lindelöf hypothesis for the Riemann zeta function would follow.

**Structure of the paper and notation.** We will proceed first with introducing the \( \delta \)-method and then using the Voronoi summation formulas to form Kloosterman sums. After that we will prove the necessary conditions that are needed for using the Kuznetsov formula in averaging the Kloosterman sums. We conclude the paper by treating the quadratic divisor problem with a different formulation but somehow similar with the method used in the binary divisor problem. Note that throughout the paper we consider \( h \ll X^{1-\epsilon} \).
Kloosterman sums. Let $m, n, q$ be natural numbers and $e(x) = e^{2\pi ix}$. The sum

$$S(m, n; q) = \sum_{1 \leq x < q \atop (x, q) = 1} e\left(\frac{mx + nx}{q}\right)$$

(4.24)

where $nx \equiv 1 \pmod{q}$, is called the Kloosterman sum. Weil [68] proved that

$$S(m, n; q) \leq d(q) \sqrt{\gcd(m, n, q)} \sqrt{q}.$$  

Although the Weil bound is optimal, on average the Kloosterman sum has a size about $q^\epsilon$. This follows from Kuznetsov’s formula which is a certain average of $S(m, n; q)$ over $q$. Our use of Kuznetsov’s formula instead of the Weil bound is the key tool used in this article.

Bessel functions. Throughout this article we make extensive use of the standard Bessel functions. They are defined as follows:

$$J_n(z) = \sum_{k=0}^{\infty} \frac{(-1)^k (z/2)^{2k+n}}{k!(n+k)!},$$

$$Y_n(z) = -\sum_{k=0}^{n-1} \frac{(n-k-1)!}{\pi k!} (z/n)^{2k-n} + \sum_{k=0}^{\infty} \frac{(-1)^k (n-k-1)!}{\pi k!} \left(2\log(z/2) - \frac{\Gamma'(k+1)}{\Gamma(k+1)} - \frac{\Gamma'(k+n+1)}{\Gamma(k+n+1)}\right),$$

$$K_n(z) = \frac{1}{2} \sum_{k=0}^{n-1} \frac{(-1)^k (n-k-1)!}{k!} (z/n)^{2k-n} + \frac{(-1)^{n-1}}{2} \sum_{k=0}^{\infty} \frac{(-1)^k (n-k-1)!}{k!} \left(2\log(z/2) - \frac{\Gamma'(k+1)}{\Gamma(k+1)} - \frac{\Gamma'(k+n+1)}{\Gamma(k+n+1)}\right).$$

Moreover we use the following properties. $(z^r Y_v(z))' = z^r Y_{v-1}(z), (z^r K_v(z))' = -z^r K_{v-1}(z)$, and $(z^r J_v(z))' = z^r J_{v-1}(z)$. We also use the following bounds from [51, Lemma C.2]. For $z > 0$ and $k \geq 0$

$$\left(\frac{z}{1+z}\right)^i J_0^i(z) \ll \frac{(1+|\log z|)}{(1+z)^{1/2}},$$

(4.25)

$$\left(\frac{z}{1+z}\right)^i K_0^i(z) \ll \frac{e^{-z}(1+|\log z|)}{(1+z)^{1/2}}.$$
For further properties of Bessel functions see [52].

4.2 δ-method

In this section we follow [22] to introduce and set up the δ-method. Let \( Q > 0 \) and \( w(u) \) be an even, smooth, compactly supported function on \( Q \leq |u| \leq 2Q \) and

\[
w^{(i)}(u) \ll \frac{1}{Q^{i+1}}, \quad \sum_{q=1}^{\infty} w(q) = 1. \tag{4.27}
\]

The δ function is defined on \( \mathbb{Z} \) by \( \delta(0) = 1 \) and \( \delta(m) = 0 \) for \( m \neq 0 \). The δ-method gives a decomposition of the δ function in terms of additive characters \( e(\cdot) \) on rational numbers. More precisely we have:

\[
\delta(m) = \sum_{q=1}^{\infty} \sum_{(d,q)=1} e\left(\frac{md}{q}\right) \Delta_q(m), \tag{4.28}
\]

where

\[
\Delta_q(m) = \sum_{r=1}^{\infty} \frac{w(qr) - w\left(\frac{m}{qr}\right)}{qr}.
\]

Let \( f(x,y) \) be a differentiable function supported in \([X,2X] \times [X,2X]\) satisfying (4.6). Let \( \phi \) be a smooth function supported on \([-X,X]\) with the property that \( \phi^{(i)}(\cdot) \ll X^{-i} \). By applying (4.28) to detect the condition \( m - n = h \) in (4.7) we have

\[
\sum_{m-n=h} d(m)d(n)f(m,n) = \sum_{q<Q \mod q} \sum_{d,m,n}^* e\left(\frac{-hd}{q}\right) \sum_{m,n} d(m)d(n)e\left(\frac{dm-dn}{q}\right) E(m,n,q), \tag{4.29}
\]

where

\[
E(x,y,q) = f(x,y)\phi(x-y-h)\Delta_q(x-y-h). \tag{4.30}
\]

For the left hand side of (4.8), (4.9) and (4.10) we have similar formula.
4.3 Voronoi summation formulas

Let $f(n)$ be an arithmetic function, let $q$ be an integer, and let $g(n)$ be a compactly supported function on $\mathbb{R}^+$. For $(d, q) = 1$ we have

$$
\sum_n f(n)e\left(\frac{nd}{q}\right)g(n) = \sum_{a \mod q} e\left(\frac{d}{q}\right) \sum_{n \equiv da \mod q} f(n)g(n)
$$

where $\overline{ad} \equiv 1 \pmod{q}$. Now if for $a \neq 0$, $f(n)$ has some sort of well distribution modulo $q$ one can study the main term and the error term in (4.31). The general Voronoi summation formula studies the sum of the type (4.31) for certain sequences. The idea started with Voronoi in [67]. Here we state the Voronoi summation formula for $d(n), \tau_\chi(n), r(n)$ and $\alpha(n)$.

**Lemma 4.7.** Let $g(x)$ be a smooth, compactly supported function on $\mathbb{R}^+$ and let $(d, q) = 1$. We have

$$
\sum_{n=1}^{\infty} d(n) e\left(\frac{nd}{q}\right) g(n) = \frac{1}{q} \int_0^\infty (\log x + 2\gamma - \log q) g(x) dx + \sum_{i=1}^{2} \sum_{n=1}^{\infty} e\left(\frac{\pm nd}{q}\right) g_i(n),
$$

where

$g_1(n) = -\frac{2\pi}{q} \int_0^\infty g(x) Y_0\left(\frac{4\pi\sqrt{nx}}{q}\right) dx$

$g_2(n) = \frac{4}{q} \int_0^\infty g(x) K_0\left(\frac{4\pi\sqrt{nx}}{q}\right) dx.$

If $(c, q) = 1$, for $\tau_\chi(n)$, where $\chi$ is an odd Dirichlet character modulo $c$, we have

$$
\sum_{n=1}^{\infty} \tau_\chi(n) e\left(\frac{nd}{q}\right) g(n) = \frac{\chi(q)}{q} L(1, \chi) \int_0^\infty g(x) dx
$$

$$
-2\pi \frac{\chi(q) \tau(\chi)}{c} \sum_{n=1}^{\infty} \tau_\chi(n) e\left(\frac{-ndc}{cq}\right) \int_0^\infty g(x) J_0\left(\frac{4\pi\sqrt{nx}}{\sqrt{cq}}\right) dx,
$$

where $\tau(\chi) = \sum_{a \mod c} \chi(a).$
4.3. VORONOI SUMMATION FORMULAS

If \( c \mid q \) we have

\[
\sum_{n=1}^{\infty} \tau_4(n)e\left(\frac{nd}{q}\right)g(n) = \frac{\chi(d)}{q} \tau(\chi)L(1, \chi) \int_0^{\infty} g(x)dx \tag{4.34}
\]

\[-2\pi i \frac{\chi(d)}{q} \sum_{n=1}^{\infty} \tau_4(n)e\left(\frac{-nd}{q}\right) \int_0^{\infty} g(x)J_0\left(\frac{4\pi \sqrt{nx}}{q}\right)dx,
\]

and if \( c = 4 \) and \( q \equiv 2 \pmod{4} \) we have

\[
\sum_{n=1}^{\infty} r(n)e\left(\frac{nd}{q}\right)g(n) = -2\pi i \frac{\chi(d)}{q} \sum_{n=1}^{\infty} r^*(n)e\left(\frac{-nd}{2q}\right) \int_0^{\infty} g(x)J_0\left(\frac{4\pi \sqrt{nx}}{q\sqrt{2}}\right)dx, \tag{4.35}
\]

where

\[
r^*(n) = \sum_{m_1m_2=n} \chi_4(m_1)(1 - (-1)^{m_1}) \tag{4.36}
\]

Finally, for Fourier coefficients of weight \( k \) cusp form we have

\[
\sum_{n=1}^{\infty} \alpha(n)e\left(\frac{nd}{q}\right)g(n) = -2\pi \frac{k}{q} \sum_{n=1}^{\infty} \alpha(n)e\left(\frac{-nd}{q}\right) \int_0^{\infty} g(x)J_{k-1}\left(\frac{4\pi \sqrt{nx}}{q}\right)dx. \tag{4.37}
\]

Here \( Y_0, K_0 \) and \( J_k \) are Bessel functions.

The formula for \( d(n) \) is due to Jutila [47]. The formula for \( \alpha(n) \) and \( \tau_4(n) \) in the case \((c, q) = 1 \) and \( c \mid q \) can be found in Chapter 4 of [46]. Here we would give a proof for the case \( c = 4 \) and \( q \equiv 2 \pmod{4} \).

**Proof of Lemma 4.7.** Let \( \chi_4 \) be the non principal odd character modulo 4. We have

\[
\sum_n r(n)e\left(\frac{nd}{q}\right)g(n) = \sum_n \sum_{m_1m_2=n} \chi_4(m_1)e\left(\frac{m_1m_2d}{q}\right)g(m_1m_2). \tag{4.38}
\]

We set \( m_1 = 2n_1q + u_1 \) and \( m_2 = n_2q + u_2 \). Since \( q \equiv 2 \pmod{4} \), with this choice of \( m_1 \) we have \( \chi_4(m_1) = \chi_4(u_1) \) and therefore (4.38) is equal to

\[
\sum_{u_1 \mod{2q}, u_2 \mod{q}} \sum_{u_1, u_2} \chi_4(u_1)e\left(\frac{u_1u_2d}{q}\right)g((u_1 + 2qn_1)(u_2 + qn_2)) \tag{4.39}
\]
We apply the Poisson summation formula (Equation (4.24) of [46]) to the sum over \( n_1, n_2 \).

Therefore, (4.39) is equal to

\[
\frac{1}{2q^2} \sum_{m_1, m_2} \sum_{u_1 \mod 2q} \chi_4(u_1) e\left(\frac{u_1 u_2 d}{q} + \frac{m_2 u_2}{2q} + \frac{m_1 u_1}{2q}\right) \hat{g}\left(\frac{m_1}{\sqrt{2q}}, \frac{m_2}{\sqrt{2q}}\right),
\]

where

\[
\hat{g}\left(\frac{m_1}{\sqrt{2q}}, \frac{m_2}{\sqrt{2q}}\right) = \int_0^\infty \int_0^\infty g(xy) e\left(-\frac{m_1 x}{\sqrt{2q}}\right) e\left(-\frac{m_2 y}{\sqrt{2q}}\right) dxdy.
\]

Note that \( \sqrt{2} \) in the denominator comes from the change of variable inside the above integral. Now the sum over \( u_2 \) inside (4.40) is zero unless \( u_1 \equiv \tilde{d} m_2 \pmod{q} \), in which case the sum is equal to \( q \). Since we considered \( u_1 \mod 2q \) we have only choices \( \tilde{d} m_2, \tilde{d} m_2 + q \) for \( u_1 \). Considering this (4.40) is equal to

\[
\frac{1}{2q} \sum_{m_1, m_2} \left( \chi_4(\tilde{d} m_2) e\left(\frac{m_1 m_2 \tilde{d}}{2q}\right) + (-1)^m \chi_4(\tilde{d} m_2 + q) e\left(\frac{m_1 m_2 \tilde{d}}{2q}\right) \right) \hat{g}\left(\frac{m_1}{\sqrt{2q}}, \frac{m_2}{\sqrt{2q}}\right).
\]

The rest of the proof follows exactly the proof of Theorem 4.14 in [46]. Note that in the case \( q \equiv 2 \pmod{4} \) we do not have a main term because the main term comes from setting \( m_1 \) or \( m_2 \) equal to zero. For \( m_1 = 0 \) we get \( \chi_4(\tilde{d} m_2) + \chi_4(\tilde{d} m_2 + q) \) inside the parenthesis in (4.41), which is equal to zero since \( q \equiv 2 \pmod{4} \). For \( m_2 = 0 \) we have both \( \chi_4(\tilde{d} m_2) \) and \( \chi_4(\tilde{d} m_2 + q) \) are equal to zero.

Next we apply the Voronoi summation formula (4.32) to the right hand side of (4.29). Similarly we use Lemma (4.7) equations (4.33), (4.34) and (4.35) for (4.8), (4.9).

### 4.4 Toward Kloosterman sums

In this part we apply the Voronoi summation formula (Lemma 4.7) to the sums we derived from the \( \delta \)-method. This will lead to the Kloosterman sums inside our formula for the error terms. Our final aim is to average the Kloosterman sums and obtain sharp estimates for the error terms. For \( \tau_\chi(n) \) we will work out the formula in detail. For the
shifted convolution of \( r(n) \) in (4.9), and the shifted convolution of \( d(n) \) and \( \alpha(n) \) in (4.10), we will give the final formula. As for the divisor function, we will write the result for \( d(n) \) using [22, Equation (24)]. We consider the general case \( a, b \) not necessarily equal to 1 to explain why our argument cannot be applied to the quadratic divisor problem.

4.4.1 Formula for \( \tau_{\chi} \)

By using the \( \delta \)-method we have

\[
\sum_{m-n=h} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}f(m,n) = \sum_{q<Q \mod q}^{*} e\left(-\frac{hd}{q}\right) \sum_{m,n} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}e\left(\frac{dm-dn}{q}\right)E(m,n,q). \quad (4.42)
\]

Recall that \( E(\cdot,\cdot,\cdot) \) is defined in (4.30). First we split the sum over \( q \) into two cases: \( (p,q)=1 \) and \( p|q \). For \( (p,q)=1 \) we apply (4.33) first to the sum over \( n \) and we end up with two terms. Then we apply (4.33) to the sum over \( m \) and we get two other terms. Consequently we have

\[
\sum_{q<Q \mod q}^{*} e\left(-\frac{hd}{q}\right) \sum_{m,n} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}e\left(\frac{dm-dn}{q}\right)E(m,n,q)
\]

\[
= \sum_{q<Q \mod q}^{*} e\left(-\frac{hd}{q}\right) \sum_{m,n} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}e\left(\frac{dm-dn}{q}\right)E(m,n,q)
\]

\[
= \sum_{q<Q \mod q}^{*} e\left(-\frac{hd}{q}\right) \sum_{m,n} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}e\left(\frac{dm-dn}{q}\right)E(m,n,q)
\]

\[
+ \sum_{q<Q \mod q}^{*} e\left(-\frac{hd}{q}\right) \sum_{m,n} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}e\left(\frac{dm-dn}{q}\right)E(m,n,q)
\]

\[
- 2\pi \frac{\chi(q)}{q^2} \frac{\tau_{\chi}}{p} L(1,\chi) \sum_{n=1}^{\infty} \tau_{\chi}(n)e\left(-\frac{ndp}{q}\right) \int_{0}^{\infty} \int_{0}^{\infty} E(x,y,q)J_{0}\left(\frac{4\pi\sqrt{mx}}{q\sqrt{p}}\right)dx dy
\]

\[
\times \sum_{m,n=1}^{\infty} \tau_{\chi}(m)\overline{\tau_{\chi}(n)}e\left(-\frac{(m+n)dp}{q}\right) \int_{0}^{\infty} \int_{0}^{\infty} E(x,y,q)J_{0}\left(\frac{4\pi\sqrt{my}}{q\sqrt{p}}\right)J_{0}\left(\frac{4\pi\sqrt{my}}{q\sqrt{p}}\right)dx dy.
\]
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Now since we assumed that \( p|h \) we write \( h = h'p \). For \( p|q \) we apply (4.34) in Lemma 4.7 once to the sum over \( m \) and once to the sum over \( n \). Therefore, when \( p|q \) (4.42) is equal to

\[
\sum_{q < Q \atop p|q} \sum_{d \pmod{q}}^* e\left(-\frac{hd}{q}\right) \frac{\left|\chi(d)\right|^2}{q^2} \tau^2(\chi)L(1, \overline{\chi})^2 \int_0^\infty \int_0^\infty E(x, y, q) \, dx \, dy
\]

From this, we can write (4.44) as

\[
\sum_{q < Q \atop p|q} \sum_{d \pmod{q}}^* e\left(-\frac{hd}{q}\right) \frac{\left|\chi(d)\right|^2}{q^2} \tau(\chi)L(1, \overline{\chi}) \sum_{m=1}^\infty \tau_\chi(m) e\left(-\frac{md}{q}\right) \int_0^\infty \int_0^\infty E(x, y, q) J_0\left(\frac{4\pi \sqrt{mx}}{q}\right) \, dx \, dy
\]

From this, we can write (4.44) as

\[
\sum_{q < Q \atop p|q} \sum_{d \pmod{q}}^* e\left(-\frac{hd}{q}\right) \frac{\left|\chi(d)\right|^2}{q^2} \tau(\chi)L(1, \overline{\chi}) \sum_{m=1}^\infty \tau_\chi(m) e\left(-\frac{md}{q}\right) \int_0^\infty \int_0^\infty E(x, y, q) J_0\left(\frac{4\pi \sqrt{mx}}{q}\right) \, dx \, dy
\]

4.4.2 Formula for the sum of two squares

For \( r(n) \) we have a formula similar to (4.42) with \( \tau_\chi(\cdot) \) replaced by \( r(\cdot) \). Here we have to split the summation over \( q \) to three cases: \( 4|q, (4, q) = 1 \) and \( q \equiv 2 \pmod{4} \). For the first two cases the final formula would be the same as (4.43) and (4.44) with \( p = 4 \) and \( \tau_\chi(\cdot) = r(\cdot) \). The case we need to work out is \( q \equiv 2 \pmod{4} \). Let \( r^* \) be as (4.36). Then the corresponding formula to (4.42) for \( r(n) \) is

\[
\sum_{q \equiv 2 \atop q \equiv 4} \sum_{d \pmod{q}}^* e\left(-\frac{hd}{q}\right) \left(\frac{\left|\chi(d)\right|^2}{q^2}\right) (2\pi i)^2 \sum_{m, n=1}^\infty r^*(m) r^*(n) \left(\frac{m+n}{2q}\right) \int_0^\infty \int_0^\infty E(x, y, q) J_0\left(\frac{4\pi \sqrt{mx}}{\sqrt{2q}}\right) J_0\left(\frac{4\pi \sqrt{ny}}{\sqrt{2q}}\right) \, dx \, dy
\]

Note that since \( r^*(n) = 0 \) for even \( n \), we can write the sum over \( m, n \) in (4.44) in terms of odd \( m, n \). Therefore \( (m+n)/2 \) is an integer and with this we will have our Kloosterman sums.
4.4.3 Formula for the divisor function

For the shifted convolution sum of \( d(n) \), i.e. equation (4.13), using [22, Equation (24)] we have

\[
D_f(a, b; h) = \text{Main term}(f) + \mathcal{E}_1(a, b) + \mathcal{E}_2(a, b) + \sum_{j=3}^{8} \mathcal{E}_j(a, b),
\]

(4.46)

where

\[
\text{Main term}(f) = \sum_{q<Q} \frac{(ab, q)}{q^2} S(h, 0; q) \int_0^\infty \int_0^\infty f(\log(ax) - \lambda_{a,q})(\log(by) - \lambda_{b,q}) E(x, y, q) dxdy,
\]

\[
\mathcal{E}_1(a, b) = \sum_{q<Q} \frac{(ab, q)}{q^2} \left( \sum_{m=1}^\infty d(m)S(h, -(b, q)b_q m; q)I_b(m, q) + \sum_{m=1}^\infty d(n)S(h, (a, q)\bar{a} n; q)I_a(n, q) \right),
\]

\[
\mathcal{E}_2(a, b) = \sum_{q<Q} \frac{(ab, q)}{q^2} \sum_{m, n=1}^\infty d(m)d(n)S(h, (a, q)\bar{a} n - (b, q)b_q n; q)I_{ab}(m, n, q).
\]

(4.47)

Also \( a_q = a/(a, q) \) and \( \bar{a}_q \) is the inverse of \( a_q \) modulo \( q \) and

\[
I_{ab}(m, n, q) = 4\pi^2 \int_0^\infty \int_0^\infty Y_0\left(\frac{4\pi(a, q)\sqrt{m}}{q}\right) Y_0\left(\frac{4\pi(b, q)\sqrt{n}}{q}\right) E(x, y, q) dxdy,
\]

(4.48)

and

\[
I_a(m, q) = -2\pi \int_0^\infty \int_0^\infty Y_0\left(\frac{4\pi(a, q)\sqrt{m}}{q}\right)(\log(by) - \lambda_{b,q}) E(x, y, q) dxdy
\]

(4.49)

\[
I_b(n, q) = -2\pi \int_0^\infty \int_0^\infty (\log(ax) - \lambda_{a,q}) Y_0\left(\frac{4\pi(b, q)\sqrt{n}}{q}\right) E(x, y, q) dxdy,
\]

(4.50)

and \( \lambda_{a,q} = 2\gamma + \log\frac{aq^2}{(a, q)^2} \). The term \( \sum_{j=3}^{8} \mathcal{E}_j(a, b) \) corresponds to five more error terms involving a \( K_0 \)-Bessel function that are similar to \( \mathcal{E}_1, \mathcal{E}_2 \). Our aim is to show that

\[
\mathcal{E}_1(1, 1), \mathcal{E}_2(1, 1) \ll X^{1/2+\varepsilon} h^6.
\]

Remark 4.8. In [22, Equation (24)] there is a typo. Instead of \( (a, q)\bar{a} \) they have \( \bar{a} \), inside the Kloosterman sums. We would also like to emphasize that we cannot prove our result for
$D_f(a, b; h)$ for $a, b \neq 1$ because the term $\overline{\alpha}_q$ enters into the Kloosterman sums. Ultimately, this will make the averaging impossible. The advantage of Jutila circle method [48] is that the sum over $q$ can be restricted to the multiples of $ab$, while in the $\delta$-method the sum over $q$ runs over all integers less than $Q$. However, it seems difficult to apply Jutila’s circle method to the divisor function as it does not have square root cancellation while the sum of the coefficients coming from holomorphic or cusp forms has square root cancellation, see [6].

Here we just deal with the error term $E_2(a, b)$. The error term $E_1(a, b)$ can be handled similarly. As for error terms $E_j(a, b)$, $3 \leq j \leq 8$, that arise from the $K_0$-Bessel function, can be handled by the similarity between the $K_0$ and $Y_0$-Bessel functions. We set $a, b = 1$ and write $I(m, n, q)$ in a place of $I_{ab}(m, n, q)$.

### 4.5 Bounding $I(m, n, q)$

In this section we make the necessary adjustments in order to be able to use results regarding averaging Kloosterman sums. The main difficulty in proving the fact that $I(m, n, q)$ oscillates mildly with respect to $q$, comes from small $q$. In [22] the parameter $Q$, in the $\delta$-method, is equal to $2\sqrt{X}$. If we use the same choice of $Q$ and follow the method in [22, Equation (30)] for $q \ll 1$ we get the bound $I(m, n, q) \ll \sqrt{X}$, while we need $I(m, n, q) \ll X^{\epsilon}$. We overcome this difficulty by changing the parameter $Q$ from $\sqrt{X}$ to

$$Q = X^{1/2+\epsilon}.$$  

As a result we have to consider a wider range for the sum over $q$ in (4.47). However, the faster rate of decay of the partial derivatives of $w$ in the $\delta$-method will help us to show that $I(m, n, q)$ is very small for $q < X^{1/2-\epsilon}$. Let $I(m, n, q)$ be as (4.48) with $a = b = 1$,

$$I(m, n, q) = 4\pi^2 \int_0^\infty \int_0^\infty Y_0\left(\frac{4\pi \sqrt{mx}}{q}\right)Y_0\left(\frac{4\pi \sqrt{ny}}{q}\right)E(x, y, q)dxdy.$$  
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We will prove the following lemmas to show that the contribution of small $q$'s in (4.47) are negligible. We will also find upper bounds for the range of the sum over $n$ in (4.47). We will consider $I(m,n,q)$ with a $Y_0$–Bessel function, but the same lemmas are valid with replacing $Y_0$ with $J_0$–Bessel function.

Lemma 4.9. For $\varepsilon > 0$ there exist $i, j \in \mathbb{N}$ such that, for $q < X^{1/2-\varepsilon}$ we have

$$I(m,n,q) \ll m^{-i/2-1/4}n^{-j/2-1/4}X^{-1}$$

and

$$I(n,q) \ll n^{-j/2}X^{-1}.$$

Proof. We begin with a change of variable in $I(m,n,q)$. Setting $u = \frac{4\pi \sqrt{mx}}{q}$ and $v = \frac{4\pi \sqrt{ny}}{q}$ in the expression for $I(m,n,q)$ yields

$$I(m,n,q) = \frac{4\pi^2 q^4}{(4\pi)^4 mn} \int_0^{\infty} \int_0^{\infty} uY_0(u)vY_0(v)E\left(\frac{u^2 q^2}{(4\pi)^2 m}, \frac{v^2 q^2}{(4\pi)^2 n}, q\right) du dv. \quad (4.51)$$

By employing the recursive formula $(z^i Y_i(z))' = z^i Y_{i-1}(z)$ and integration by parts in (4.51) we have

$$I(m,n,q) \asymp q^{2(i+j+2)} m^{i+1} n^{j+1} \int_0^{\infty} \int_0^{\infty} u^{i+1} Y_i(u)v^{j+1} Y_j(v)E^{(i,j,0)}\left(\frac{u^2 q^2}{(4\pi)^2 m}, \frac{v^2 q^2}{(4\pi)^2 n}, q\right) du dv. \quad (4.52)$$

Similarly, by integrating by parts in (4.49), for $I(n,q)$ we deduce that

$$I(n,q) \asymp q^{2(j+1)} n^{j+1} \times \int_0^{\infty} \int_0^{\infty} (\log x - \lambda_q)v^{j+1} Y_j(v)E^{(0,j,0)}\left(x, \frac{v^2 q^2}{(4\pi)^2 n}, q\right) dx dv.$$

Here we need to estimate the partial derivatives of $E(x,y,q)$. Recall that $E(x,y,q) = f(x,y)\phi(x-$
\begin{align*}
y - h) \Delta_q(x - y - h), \text{ and for the partial derivatives of } E \text{ we have}
\end{align*}

\begin{align*}
E^{(i,j,0)} := \frac{\partial^{i+j}}{\partial x^i \partial y^j} E(x,y,q) = \sum_{r,r',s,s' \geq 0 \atop r + r' = i \atop s + s' = j} c_{r,s,r',s'}(f \phi)^{(r,s)}(r',s').
\end{align*} (4.53)

For the partial derivative of \(f\) and \(\Delta_q\), we have \((f \phi)^{(r,s)} \ll X^{-r-s}\) and \(\Delta_q^{(r',s')} \ll (qQ)^{-r'-s' - 1}\). Now since \(q < X^{1/2-\varepsilon}\) we have \(qQ < X\), so the major term in (4.53) is \(\Delta_q^{(i,j)}\). Therefore we have \(E^{(i,j,0)} \ll (qQ)^{-i-j-1}\). We will apply this bound for \(E^{(i,j,0)}\) together with \(Y_i(u) \ll \frac{1}{\sqrt{u}}\) in (4.52) to get

\begin{align*}
I(m,n,q) \ll \frac{q^{2(i+j+2)}}{m^{i+1} n^{j+1} (qQ)^{i+j+1}} \int_{\frac{\sqrt{2m}}{q}} \int_{\frac{\sqrt{2n}}{q}} u^{i+\frac{1}{4}} v^{j+\frac{1}{4}} dudv
&\ll_{i,j} \frac{q^{2(i+j+2)} X^{(i+j+3)/2} m^{i/2+1/4} n^{j/2+1/4}}{m^{i+1} n^{j+1} q^{i+j+3}} \ll_{i,j} \frac{X^{(i+j+3)/2}}{m^{i/2+1/4} n^{j/2+1/4} q^{i+j+1}}.
\end{align*} (4.54)

A similar argument for \(I(n,q)\) yields:

\begin{align*}
I(n,q) \ll \frac{X^{(j+4)/2}}{n^{j/2} q^{j+1}}.
\end{align*}

Now, using \(Q = X^{1/2+\varepsilon}\) and \(j = \left\lfloor \frac{3}{\varepsilon} \right\rfloor\) completes the proof.\qed

The following lemma will provide the bound for the sum over \(m,n\) in Equation (24) in [22]

\begin{lemma}
For \(X^{1/2-\varepsilon} < q < X^{1/2+\varepsilon}\), the contribution of \(m,n > X^{3\varepsilon}\) in (4.47) is \(O(X^{-1/2})\).
\end{lemma}

\begin{proof}
Since \(X^{1/2-\varepsilon} < q < X^{1/2+\varepsilon}\), we have \(\frac{1}{qQ} > \frac{1}{X}\). Therefore \(E^{(i,j,0)} \ll X^{-i-j-1}\). We are using same bounds as Lemma 4.9 in (4.52) and consequently

\begin{align*}
I(m,n,q) \ll_{i,j} \frac{q^{2(i+j+2)} X^{(i+j+3)/2} m^{i/2+1/4} n^{j/2+1/4}}{m^{i+1} n^{j+1} X^{i+j+1} q^{i+j+3}}
&\ll_{i,j} \frac{q^{i+j+1} X^{(i+j+3)/2}}{m^{i/2+1/4} n^{j/2+1/4} q^{i+j+1}}.
\end{align*}

Now using \(q < X^{1/2+\varepsilon}\) we get \(I(m,n,q) \ll_{i,j} X^{(i+j+1)+1} m^{-i/2-1/4} n^{-j/2-1/4}\). Similarly for
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$I(n, q)$ we have that $I(n, q) \ll j X^{(j+1)+1/n-j/2}$. And therefore by taking $j = \left \lfloor \frac{3}{\varepsilon} \right \rfloor$ we have

$$\sum_{m, n > X^{3\varepsilon}} d(m)d(n)I(m, n, q) \ll i, j \frac{X}{X^{(i+j-3)/2}} \ll \frac{1}{\sqrt{X}}.$$  

The same bound for the sum over $I(n, q)$ holds. Using this in (4.47) combined with the trivial bound on the Kloosterman sums gives us the error term of order $O(X^{-1/2+\varepsilon})$. This shows the the contribution of $m, n > X^{3\varepsilon}$ is negligible and we only need to consider the sum over $m, n$ in (4.47) up to $X^{3\varepsilon}$. This finishes the proof of the Lemma.

It follows from Lemma 4.9 and 4.10 that

$$E_2(1, 1) = \sum_{X^{1/2-\varepsilon} < q < X^{1/2+\varepsilon}} \frac{1}{q^2} \sum_{m, n < X^{3\varepsilon}} d(m)d(n)S(h, m-n; q)I(m, n, q) + O\left( \frac{1}{\sqrt{X}} \right),$$

and a similarly

$$E_1(1, 1) = \sum_{X^{1/2-\varepsilon} < q < X^{1/2+\varepsilon}} \frac{1}{q^2} \sum_{n < X^{3\varepsilon}} d(n)S(h, n; q)I(n, q) + O\left( \frac{1}{\sqrt{X}} \right).$$

4.6 Averaging the Kloosterman Sums

In this part we state the lemmas that we will need in averaging the Kloosterman sums. These results were derived by an application of the Kuznetsov formula. The first lemma is due to Deshouillers and Iwaniec [48]. This will be used when we average the Kloosterman sums over all moduli.

**Lemma 4.11.** Let $m \geq 1$, $P > 0$, $Q > 0$, and let $g(x, y)$ be a function of class $C^4$ with support on $[P, 2P] \times [Q, 2Q]$ satisfying

$$\frac{\partial^{i+j}}{\partial q^i \partial r^j} g(x, y) \ll \frac{1}{P^i Q^j} \text{ for } 0 \leq i, j \leq 2.$$  

(4.55)
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Then for any complex numbers $a_p$ we have

$$
\sum_{P < p < 2P} \sum_{Q < q < 2Q} a_p g(p, q) S(h, \pm p, q) \ll (\sqrt{h} + Q) P^{1/2} h^\theta \left( \sum_p |a_p|^2 \right)^{1/2} (hPQ)^\varepsilon. \tag{4.56}
$$

The second lemma [6, Proposition 3.5.] is useful when the averaging over $q$ is over multiples of an integer.

**Lemma 4.12.** With the notation of Lemma 4.11 and for $N \in \mathbb{N}$ we have

$$
\sum_{P < p < 2P} \sum_{Q < q < 2Q} a_p g(p, q) S(h, \pm p, q) \ll Q \left( \sum_p |a_p|^2 \right)^{1/2} \left( 1 + \frac{hP}{Q^2} \right)^{1/2} \frac{P}{N} \left( 1 + \left( \frac{Q^2}{hP} \right)^\theta \right) (hPQ)^\varepsilon. \tag{4.57}
$$

### 4.7 Proof of Theorems

In this section we prove Theorems 4.1 and 4.2. We fix $n$, and we set $m - n = r$, therefore we have

$$
\mathcal{E}_2(1, 1) = \sum_{n < X^{1/2 - \varepsilon}} \sum_{q < X^{1/2 + \varepsilon}} \sum_{|r| < X^{3\varepsilon}} d(n + r) d(n) S(h, r; q) \frac{I(n + r, n, q)}{q^2} + O\left( \frac{1}{\sqrt{X}} \right).
$$

Note that $I(n + r, n, q)$ is a function of $q$ and $r$ so we set $I(n + r, n, q) := I(q, r)$. An important part of the proof of theorems is to show that the functions that are attached to the Kloosterman sums satisfy (4.55). We will show this for the function $I(n + r, n, q)$. The other functions are similar to this case. In order to apply Lemma 4.11 we need to show that $I(q, r)/q^2$ oscillates mildly with respect to $q, r$.

**Lemma 4.13.** Let $X^{1/2 - \varepsilon} < Q < X^{1/2 + \varepsilon}$ and $\mathcal{R} < X^{3\varepsilon}$. Then for $Q < q < 2Q$ and $\mathcal{R} < r < 2\mathcal{R}$, we have

$$
\frac{\partial^{i+j}}{\partial q^i \partial r^j} \left( \frac{1}{X^{13\varepsilon}} \frac{I(q, r)}{q^2} \right) \ll \frac{1}{Q^i \mathcal{R}^j}.
$$
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Proof. By (4.51) it follows that

\[ \frac{\partial}{\partial q} I(q, r) \approx \frac{1}{n(n+r)} \int_0^\infty \int_0^\infty uY_0(u)vY_0(v) \frac{\partial}{\partial q} q^2 E \left( \frac{u^2 q^2}{(4\pi)^2(n+r)}, \frac{v^2 q^2}{(4\pi)^2 n} \right) dudv. \tag{4.58} \]

By the chain rule for multi-variable functions

\[ \frac{\partial}{\partial q} q^2 E = 2qE + \frac{2q^3 u^2}{(4\pi)^2(n+r)} E^{(1,0,0)} + \frac{2q^3 v^2}{(4\pi)^2 n} E^{(0,1,0)} + q^2 E^{(0,0,1)}. \tag{4.59} \]

Considering the range of \( q \) in Lemma, we use these bounds \( E < 1/X \), \( E^{(1,0,0)} < 1/X^2 \) and \( E^{(0,1,0)} < 1/X^2 \). For \( E^{(0,0,1)} \) we need to estimate

\[ \frac{\partial}{\partial q} \Delta_q(x - y - h) = \sum_{r=1}^\infty \frac{\partial}{\partial q} \left( \frac{w(qr) - w((x - y - h)/qr)}{qr} \right) = -\frac{\Delta_q(x - y - h)}{q} \tag{4.60} \]

By Lemma 2 in [22] we have \( w'(u) \ll \frac{1}{Q^3} \), and \( \Delta_q(u) \ll \frac{1}{q^2} \). Therefore, each term in (4.60) is bounded by \( \frac{1}{q^2} \). Plugging in these bounds into (4.59) and considering the range of \( q \) we have

\[ \frac{\partial}{\partial q} q^2 E \ll (1 + u^2 + v^2) \frac{X^{3\epsilon}}{\sqrt{X}}. \]

We use the above in (4.58) and by taking to account that since \( X < \frac{u^2 q^2}{(4\pi)^2(n+r)} < 2X \) the range in the integral for \( u,v \) is \( 0 < u,v < X^{5\epsilon} \), we have

\[ \frac{\partial}{\partial q} I(q, r) \ll X^{34\epsilon} \frac{X^{3\epsilon}}{X^\frac{3}{2} + \epsilon} \ll \frac{1}{Q^{1-\epsilon}}. \]

For the second derivative with respect to \( q \) we apply the same method to each term in (4.59) and use the similar bound on the derivatives of \( E \). For the derivatives with respect to \( r \) we
have
\[
\frac{\partial}{\partial r} \frac{I(q,r)}{q^2} = \frac{4\pi^2}{(4\pi)^4 n(n+r)} \int_0^\infty \int_0^\infty uY_0(u) vY_0(v) \frac{\partial}{\partial r} q^2 E(u^2 q^2/((4\pi)^2(n+r)), v^2 q^2/((4\pi)^2 n), q) \, du \, dv.
\]

Also we have
\[
\left| \frac{\partial}{\partial r} q^2 E(u^2 q^2/((4\pi)^2(n+r)), v^2 q^2/((4\pi)^2 n), q) \right| = \left| \frac{u^2 q^4}{(4\pi)^2(n+r)^2} E^{(1,0,0)} \right| \ll \frac{u^2 X^{4\epsilon}}{r^2},
\]

and therefore
\[
\frac{\partial}{\partial r} \frac{I(q,r)}{q^2} \ll \frac{X^{34\epsilon}}{R^2}.
\]

A similar calculation we use for second derivative in respect to \( r \) and derivative in respect to \( q, r \). This finishes the proof of Lemma.

Now we need to apply Lemma 4.11 to \( X^{-136\epsilon} I(q,r) q^{-2} \). In order to do that we need to put the support of the function in dyadic intervals. Here we use Harcos’s treatment [32]. Let \( \rho \) be a smooth function whose support lies in \([1,2]\) and satisfies the following identity for \( x > 0 \):
\[
\sum_{k=-\infty}^{\infty} \rho(2^{-k/2} x) = 1.
\]

We write
\[
\frac{1}{X^{136\epsilon}} \frac{I(q,r)}{q^2} = \sum_{k,l=-\infty}^{\infty} I_{k,l}(q,r),
\]

where
\[
I_{k,l}(q,r) = \frac{1}{X^{136\epsilon}} \frac{I(q,r)}{q^2} \rho\left(\frac{q}{2^{k/2} Q}\right) \rho\left(\frac{r}{2^{l/2} R}\right)
\]

and \( Q = X^{1/2+\epsilon} \) and \( R = X^{3\epsilon} \). The support of \( I_{k,l}(q,r) \) is \([2^{k/2} Q, 2^{k/2+1} Q] \times [2^{l/2} R, 2^{l/2+1} R]\).

Note that we just need to use Lemma 4.11 in the range of \( X^{1/2-\epsilon} < q < X^{1/2+\epsilon} \) and \( r < R \).

Also for \( r = 0 \) the Kloosterman sum simplifies to the Ramanujan sum and therefore we estimate the corresponding error term trivially.

\textbf{Proof of Theorem 4.1.} Take \( \epsilon = \epsilon/134 \). We apply Lemma 4.11 to \( I_{k,l}(q,r) \) for \(-4\epsilon \log X \leq \)
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$k \leq 0$ and $-6k \log \frac{X}{\log 2} \leq I \leq 0$. For the derivatives of $I_{k,l}(q,r)$ we need to have bounds on the derivatives of $\rho\left(\frac{q}{2^{k/2}Q}\right)\rho\left(\frac{r}{2^{l/2}R}\right)$ for which we have

$$\frac{\partial}{\partial q} \rho\left(\frac{q}{2^{k/2}Q}\right)\rho\left(\frac{r}{2^{l/2}R}\right) \ll \frac{1}{2^{k/2}Q} \ll X^{4\varepsilon} \frac{Q}{Q} \tag{4.62}$$

The derivative with respect to $r$ has a similar bound. Using Lemma 4.13 and the above we have that $I_{k,l}(q,r)$ satisfies the condition of Lemma 4.11. Therefore to have a upper bound on the error terms arising from (4.47), we apply Lemma 4.11 with $m = h$ and $P = R$ and $a_p = d(n)d(n+p)$ to $I_{k,l}(q,r)$. This will take care of the error term $\mathcal{E}_2(1,1)$. For the error terms $\mathcal{E}_1(1,1)$ we follow a similar method to show $I(n,q)$ in (4.49) oscillates mildly with respect to $q$ and $n$. The only difference with $I(m,n,q)$ is that instead of one of the Bessel functions in (4.48) we have a $\log q$ term coming from $\lambda_{1,q}$. The derivative of $\log q$ has the desired decay with respect to $q$. This will finish the proof of theorem.

Proof of Theorem 4.2. We give a sketch of the proof as it very similar to the proof of Theorem 4.1.

Main term. The main term here comes from Equations (4.43) and (4.44). We combine these with the argument of the section 6 of [22] and we have the main term is

$$\sum_{\substack{q < Q \atop (p,q) = 1}} \frac{S(h,0;q)}{q^2} \frac{|\chi(q)|^2}{q^2} L(1,\chi)^2 \int_0^\infty f(x,x-h)\phi(h)dx \tag{4.63}$$

$$+ \sum_{\substack{q < Q \atop p|q}} \frac{\tau^2(\chi)}{q^2} L(1,\chi)^2 \int_0^\infty f(x,x-h)\phi(h)dx$$

Error term. The difference with the proof of Theorem 4.1 is that we split the sum over $q$ in (4.43) and (4.44) into two cases: $(p,q) = 1$ and $p|q$. Recall that $h' = h/p$. For $(p,q) = 1$ we need to deal with averaging Kloosterman sums of the form $S(-h',-(n+m);q)$ over $q$
and $m, n$:

$$\sum_{q < Q \atop (p, q) = 1} \frac{1}{q^2} \left( \sum_{m, n=1}^{\infty} \tau_\chi(m) \overline{\tau_\chi(n)} S(-h', -(m+n); q) I_f(m, n, q) \right).$$

Note that $I_f(m, n, q)$ would be the same as $I(m, n, q)$ in Theorem 4.1 if we change $Y_0$ to $J_0$.

For $p|q$ we average Kloosterman sums of the form $S(-h, -(n+m); q)$. For the sum over $q$ with the condition $p|q$ we use Lemma 4.12 and we have the error term $O(X^{1/2+\theta+\varepsilon})$. For the sum over $q$ with the condition $(p, q) = 1$, first we add the following terms

$$\sum_{q < Q \atop p|q} \frac{1}{q^2} \left( \sum_{m, n=1}^{\infty} \tau_\chi(m) \overline{\tau_\chi(n)} S(-h', -(m+n); q) I_f(m, n, q) \right)$$

and then subtract them. By adding this we get a sum over all $q$, so we may use Lemma 4.11 and we get the error term $O(X^{1/2+\varepsilon} h^{\theta} \log h)$. For the terms that we had subtracted we use Lemma 4.12 and we get the error term $O(X^{1/2+\theta+\varepsilon})$. The final error is $O(X^{1/2+\theta+\varepsilon})$ as in (4.8). This finishes the proof of the first part of the Theorem.

Now to show the second part of the theorem regarding the sum of two squares note that the main term in this case is the same as (4.63) when we set $q = 4$. For the error term the proof is also very close to the proof of of (4.8), with only minor modification. Here the sum over $q$ is divided to three cases: $(q, 4) = 1$, $4|q$ and $q \equiv 2 \pmod{4}$ and each involves a Kloosterman sums with different arguments. For $(q, 4) = 1$, we add the sums over even $q$’s and subtract them. We use Lemmas 4.11 and 4.12 respectively. The error term is $O(X^{1/2+\theta+\varepsilon})$. For $4|q$ we use Lemma 4.12 and the error term is $O(X^{1/2+\theta+\varepsilon})$. Finally for $q \equiv 2 \pmod{4}$, we add the sums over $q$’s such that $4|q$ and subtract them. We use Lemma 4.12 twice, once with sum over even $q$’s and once with the sum over $q$’s such that $4|q$. This finishes the proof of the Theorem.
4.8 Quadratic divisor problem

In this section we use a version of Dirichlet’s hyperbola method to write the divisor function \( d(n) \) in terms of a summation of a weight function. Our analysis of the left hand side of (4.16) follows the argument in [7]. Let \( \omega \) be a smooth function such that \( \omega(x) = 1 \) on \([0, 1]\) and \( \omega(x) = 0 \) on \([2, \infty)\). For \( n < Q \) we have

\[
d(n) = \sum_{\delta|n} \omega\left(\frac{\delta}{\sqrt{Q}}\right) \left(2 - \omega\left(\frac{n}{\delta\sqrt{Q}}\right)\right).
\]

(4.64)

Thus

\[
\sum_{am-n=h} d(m)d(n)f(am,n) = \sum_{m=1}^{\infty} d(m)d(am-h)f(am,am-h)
\]

\[
= \sum_{\delta=1}^{\infty} \omega\left(\frac{\delta}{\sqrt{Q}}\right) \sum_{n=1}^{\infty} d(n)f(n-h,n) \left(2 - \omega\left(\frac{n}{\delta\sqrt{Q}}\right)\right)
\]

Using Corollary 4.12. of [46] for the innermost sum we have

\[
\sum_{am-n=h} d(m)d(n)f(am,n) = \sum_{q=1}^{\infty} \frac{(a,q)S(h,0;q)}{q^2} \int_{0}^{\infty} \left(1 + \log\left(\frac{x}{q^2}\right) + 2\lambda\right) K(a,q)(x) f(ax,ax-h)dx
\]

\[
- 2\pi \sum_{q=1}^{\infty} \frac{q}{q^2} \sum_{n=1}^{\infty} d(n)S(h,n;q) \int_{0}^{\infty} Y_0\left(\frac{4\pi \sqrt{n(ax-h)}}{q}\right) K(a,q)(x) f(ax,ax-h)dx
\]

(4.65)

\[
- 2\pi \sum_{q=1}^{\infty} \frac{q}{q^2} \sum_{n=1}^{\infty} d(n)S(h,n;q) \int_{0}^{\infty} K_0\left(\frac{4\pi \sqrt{n(ax-h)}}{q}\right) K(a,q)(x) f(ax,ax-h)dx
\]

where

\[
K_{r,q}(x) = \sum_{\delta=1}^{\infty} \frac{1}{\delta} \omega\left(\frac{q\delta}{r\sqrt{Q}}\right) \left(2 - \omega\left(\frac{rx}{\delta q\sqrt{Q}}\right)\right).
\]

Note that here since the support of \( f \) is \([X, 2X] \times [X, 2X]\), we can take \( Q = 2X/a \), also using the definition we have that \( K_{r,q}(x) = 0 \) for \( q > 2r\sqrt{Q} \). Similar to the proof of Theorem 4.1 we need to show that the functions attached to the Kloosterman sums in (4.65) oscillate.
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mildly with respect with $q$ and $n$. In order to do this there is a minor difficulty in dealing with the function $K_{(a,q),q}(x)$ when $(a,q)$ varies. Therefore we need to average over $q$’s such that $(a,q)$ is fixed. As in the case of the binary divisor problem we will show that the contribution from small $q$’s is negligible. The integral in the second sum in (4.65) equals

$$
\frac{1}{a} \int_0^\infty Y_0(4\pi \sqrt{\frac{n(x-h)}{q}}) K_{(a,q),q}(\frac{x}{a}) f(x,x-h) dx,
$$

by the variable change $ax \to x$. In order to prove our result we need to estimate the second and third sum in (4.65). Using (4.66) we have that the second sum in (4.65) equals

$$
\Theta := \sum_{q=1}^\infty \frac{(a,q)}{aq^2} \sum_{n=1}^\infty d(n) S(h,n;q) \int_0^\infty Y_0(4\pi \sqrt{\frac{n(x-h)}{q}}) K_{(a,q),q}(\frac{x}{a}) f(x,x-h) dx \tag{4.67}
$$

For the rest of the paper we focus on estimating this sum since the third sum in (4.65) shall satisfy the same bound and can be handled similarly. Let $(a,q) = d$, this condition is equivalent to $(a/d,q/d) = 1$ and we detect this with $\sum_{\sigma(|\frac{a}{d}, \frac{q}{d})} \mu(\sigma)$. Using this the outer sum in (4.67) simplifies to

$$
\sum_{d|a} \sum_{\sigma d | q} \mu(\sigma) \sum_{\sigma d | q} \Theta_{a,h}(\sigma), \tag{4.68}
$$

and hence

$$
\Theta = \sum_{d|a} \sum_{\sigma d | q} \mu(\sigma) \sum_{\sigma d | q} \Theta_{a,h}(\sigma), \tag{4.69}
$$

where

$$
\Theta_{a,h}(\sigma) = \frac{d}{a} \sum_{q=1}^\infty \frac{1}{q^2} \sum_{n=1}^\infty d(n) S(h,n;q) I(n,q,d), \tag{4.70}
$$

and

$$
I(n,q,d) := \int_0^\infty -2\pi Y_0(4\pi \sqrt{\frac{n(x-h)}{q}}) K_{d,q}(x/a) f(x,x-h) dx. \tag{4.71}
$$

Our aim is to show that

$$
\Theta_{a,h}(\sigma) \ll \frac{d}{a} X^{1/2+\theta}. \tag{4.72}
$$
Putting this in (4.69) gives

\[ \Theta \ll X^{1/2 + \theta} \sum_{d|a} \frac{2^{\omega(a/d)} d}{a} \ll X^{1/2 + \theta + \varepsilon}. \]  

(4.73)

and this establishes Theorem 4.3. In order to prove (4.72) we will divide the range of the summation over \( n, q \) to three cases:

1. \( q < X^{1/2 - \varepsilon} \) and \( n \geq 1 \).

2. \( X^{1/2 - \varepsilon} \leq q \leq \sqrt{aX} \) and \( n \gg q^2/X^{1-3\varepsilon} \).

3. \( X^{1/2 - \varepsilon} \leq q \leq \sqrt{aX} \) and \( n \ll q^2/X^{1-3\varepsilon} \).

We estimate cases 1, 2, by using Lemmas 4.14 and 4.15 and the trivial bound for the Kloosterman sum. For case 3 we apply Lemma 4.12. To proceed we prove the following Lemmas for \( I(n, q, d) \) to show that the contribution of small \( q \)'s are negligible.

**Lemma 4.14.** For \( q < X^{1/2 - \varepsilon} \), we have that

\[ I(n, q, d) \ll n^{-2}X^{-1}. \]

**Proof.** First we set

\[ F(x) = K_{d,q}(x/a)f(x, x - h). \]

By the product and multi variable chain rule, equation (4.6) for derivatives of \( f \) and [7, Equation (2.30)] i.e.

\[ \frac{\partial^{i+j}}{\partial x^i \partial q^j} K_{r,q}(x) \ll_{i,j} \frac{\log Q}{X^i q^j}, \]

(4.74)

for derivatives of \( K \) we have that

\[ F^{(i)}(x) \ll \frac{1}{x^i}. \]
Recall that the support of $F$ is $[X,2X]$. By the variable change $u = 4\pi \sqrt{n(x-h)/q}$ and integration by parts $i$ times using the recursive formula we have

$$I(n,q,d) \asymp \frac{q^{2(i+1)}}{n^{i+1}} \int_{0}^{\infty} u^{i+1} Y_i(u) F^{(i)}(\frac{u^2 q^2}{n(4\pi)^2} + h) du. \quad (4.75)$$

we switch back $u$ to $x$ in the above and we have

$$I(n,q,d) \asymp \frac{q^{2(i+1)}}{n^{i+1}} \int_{0}^{\infty} \left(\frac{4\pi \sqrt{n(x-h)}}{q}\right)^{i+1} Y_i(\frac{4\pi \sqrt{n(x-h)}}{q}) \frac{\sqrt{n}}{q \sqrt{(x-h)}} dx$$

$$\asymp \frac{q^i}{n^{i/2}} \int_{0}^{\infty} (x-h)^{i/2} Y_i(\frac{4\pi \sqrt{n(x-h)}}{q}) F^{(i)}(x) dx.$$

We use

$$F^{(i)}(x) \ll \frac{1}{X^i}, \quad Y_i(u) \ll 1 \quad \text{and} \quad (x-h) \ll X,$$

on the above and by considering the fact that the support of $F$ is $[X,2X]$ we have

$$I(n,q,d) \ll \frac{q^i}{n^i X^{i/2 - 1}}. \quad (4.76)$$

Now, by using the fact that $q < X^{1/2 - \varepsilon}$ and $i$ large enough, we conclude the proof.

Lemma 4.15. Let $Q > X^{1/2 - \varepsilon}$. Then for $q \in [Q,2Q]$, we have that

$$\sum_{n > Q^2/X^{1-3\varepsilon}} d(n) |I(n,q,d)| \ll 1. \quad (4.77)$$

Proof. By using (4.76) we have

$$\sum_{n > Q^2/X^{1-3\varepsilon}} d(n) |I(n,q,d)| \ll \frac{q^i}{X^2} \sum_{n > Q^2/X^{1-3\varepsilon}} \frac{d(n)}{n^2}$$

$$\ll \frac{q^i}{X^2} \left(\frac{Q^2}{X^{1-3\varepsilon}}\right)^{i/2 + 1 + \varepsilon} \ll \frac{Q^2}{X^{2(i-6)\varepsilon}}.$$
This lemma shows that we only need to consider the contribution of $n < Q^2/X^{1-3\varepsilon}$ in (4.70). Now we need to show that the derivatives of $I(n,q,d)/q^2$, satisfy the conditions of Lemma 4.12. Note that by using a smooth partition of unity similar to the proof of Theorem 4.1 we break the support of $I(n,q,d)$ to dyadic intervals. The largest error term comes from $d\sqrt{2X/a} < q < 2d\sqrt{X/a}$, and $d^2X^e a^{-1} < n < 2d^2X^e a^{-1}$. Also $K_{d,q} = 0$ for $q > 2d\sqrt{X/a}$.

**Lemma 4.16.** Let $Q > X^{1/2-\varepsilon}$ and $q \in [Q,2Q]$, and $n \in [N,2N]$ then for $0 \leq i, j \leq 2$

$$\frac{\partial^{i+j}}{\partial q^i \partial n^j}(\frac{Q^{2-\varepsilon} I(n,q,d)}{X q^2}) \ll_i j \frac{1}{Q!N!}.$$  (4.78)

**Proof.** We differentiate once with respect to $q$ and once with respect to $n$. We state the necessary bounds on functions in the integrand (4.71). The derivative with respect to $n$ is

$$\frac{\partial}{\partial n} I(n,q,d) = \int_0^\infty -\frac{1}{nq^2} \frac{4\pi^2 \sqrt{n(x-h)}}{q} Y_0'(\frac{4\pi \sqrt{n(x-h)}}{q}) K_{d,q}(x/a) f(x,x-h) dx \quad (4.79)$$

By Lemma 4.15 we may assume $n \leq q^2/X^{1-3\varepsilon}$. Therefore for $z = 4\pi \sqrt{n(x-h)}/q$, since $x \in [X,2X]$ we have $z \ll X^\varepsilon$. In order to use (4.25) we need to multiply the integral (4.79) with $1/(1+z)$ and since $z \ll X^\varepsilon$ this would at most augment it by $X^\varepsilon$. Now we pull out $1/n$ from (4.79) and we use $q \in [Q,2Q]$, and the fact that $f$ is supported in $[X,2X] \times [X,2X]$ and $K \ll \log X$ to get (4.78) for $(i = 0, j = 1)$. If we differentiate $I(n,q,d)$ with respect to $q$ using (4.74) we obtain (4.78) for $(i = 1, j = 0)$ exactly similar to the case $(i = 0, j = 1)$. Now we differentiate (4.79) with respect to $q$ to obtain (4.78) for $(i = 1, j = 1)$.

$$\frac{\partial}{\partial q} I(n,q,d) = \frac{1}{n} \int_0^\infty -\frac{\partial}{\partial q} \left( \frac{1}{q^2} \frac{4\pi^2 \sqrt{(x-h)}}{q} Y_0'(\frac{4\pi \sqrt{n(x-h)}}{q}) K_{d,q}(x/a) f(x,x-h) dx \right).$$

All the terms with $q$ in the denominator and also $K_{d,q}$ would obviously give us the $1/q$ saving that we need. We just treat the term with derivative of Bessel function.

$$\frac{\partial}{\partial q} Y_0'(\frac{4\pi \sqrt{n(x-h)}}{q}) = \frac{1}{q} \left( -\frac{4\pi \sqrt{n(x-h)}}{q} Y_0''(\frac{4\pi \sqrt{n(x-h)}}{q}) \right),$$
which for bounding this we use (4.25) and the fact that \( z \ll X^\epsilon \). For the cases \((i = 2, j = 1), (i = 1, j = 2)\) and \((i = 2, j = 2)\) the proof is similar to the case \((i = 1, j = 1)\). This finishes the proof of the Lemma.

\[ \Box \]

**Proof of Theorem 4.3.** As mentioned earlier we need to establish (4.72). Here the main term is:

\[
\sum_{q=1}^{\infty} \frac{(a,q)S(h,0;q)}{q^2} \int_0^{\infty} \left( \log \left( \frac{x}{q^2} \right) + 2\lambda \right) K(a,q,x) f(ax,ax-h) dx 
\]  

(4.80)

For the error term, note that to use Lemma 4.12 we need to use the smooth partition of unity to put the support of \( I(n,q,d)/q^2 \) in dyadic intervals. In order to do this let \( \rho \) be the same as the proof of Theorem 4.1 and \( \rho \) satisfies (4.61) and \( R = d\sqrt{2X/a} \) and \( S = d^2X^\epsilon/a \), we write \( q^{-2}I(n,q,d) = \sum_{k,l=-\infty}^{\infty} I_{k,l}(n,q,d) \), where

\[
I_{k,l}(n,q,d) = q^{-2}I(n,q,d)\rho\left(\frac{q}{2^{k/2}R}\right)\rho\left(\frac{n}{2^{l/2}S}\right). 
\]  

(4.81)

Thus we have

\[
\Theta_{a,h}(\sigma) = \sum_{k,l} d(a) \sum_{q=1}^{\infty} \frac{1}{q^2} \sum_{n=1}^{\infty} d(n) S(h,n;q) I_{k,l}(n,q,d). 
\]  

(4.82)

The support of \( I_{k,l} \) is \([2^{k/2}R, 2^{k/2+1}R] \times [2^{l/2}S, 2^{l/2+1}S]\). Now since \( K_d,q = 0 \) for \( q > 2d\sqrt{X/a} \) and the fact that \( I_{k,l} \) is supported on \( 2^{k/2}d\sqrt{2X/a} \leq q \leq 2^{k/2+1}d\sqrt{2X/a} \), we conclude that \( k \leq 0 \). Also we have \( |k| \ll \log X \). To continue with the proof we are returning to our range separation for the summation over \( q,n \) in (4.70):

1. \( q < X^{1/2-\epsilon} \) and \( n \geq 1 \). For this range using Lemma 4.14 we have \( I_{k,l}(n,q,d) \ll
4.8. QUADRATIC DIVISOR PROBLEM

\[ I(n, q, d) \ll n^{-2}X^{-1} \] and consequently

\[
\sum_{q=1}^{X^{1/2-\epsilon}} \sum_{k,l} \sum_{n=1}^{\infty} d(n) \frac{I_{k,l}(n, q, d)}{q^2} S(h, n; q) \\
\ll \sum_{q=1}^{X^{1/2-\epsilon}} \sum_{n=1}^{\infty} d(n) I(n, q, d) \frac{1}{q^2} S(h, n; q) \ll \frac{1}{X} \sum_{q=1}^{X^{1/2-\epsilon}} \sum_{n=1}^{\infty} d(n) q_{n^2} \ll X^{-1}. \]

2. \( X^{1/2-\epsilon} \leq q \leq d(X/a)^{1/2} \) and \( n \gg q^2X^{3\epsilon-1} \). First note that if \( d/\sqrt{a} < X^{-\epsilon} \) then since \( K_{d, q} = 0 \) for \( q > 2d(X/a)^{1/2} \), we fall into the first range. Now by using Lemma 4.15 we have

\[
\sum_{k,l} \sum_{q=1}^{X^{1/2-\epsilon}} \sum_{n=1}^{\infty} d(n) \frac{I_{k,l}(n, q, d)}{q^2} S(h, n; q) \\
= \sum_{q=1}^{X^{1/2-\epsilon}} \sum_{n=1}^{\infty} d(n) I(n, q, d) \frac{1}{q^2} S(h, n; q) \ll \sum_{q=1}^{X^{1/2-\epsilon}} \frac{1}{q} \ll 1.
\]

3. \( X^{1/2-\epsilon} \leq q \leq \sqrt{aX} \) and \( n \ll q^2X^{3\epsilon-1} \). For this range we need to apply Lemma 4.12. By using (4.81) we break the support of \( I \) into dyadic intervals and for the current range we have to deal with \( I_{k,l} \) where

\[
\frac{2}{\log 2} \left( \log \left( \frac{\sqrt{a}}{\sqrt{2dX^\epsilon}} \right) - 1 \right) \leq k \leq 0.
\]

and

\[
\frac{2}{\log 2} \log \left( \frac{a}{d^2X^\epsilon} \right) \leq l \leq \frac{2}{\log 2} \log \left( \frac{d^2q^2}{ax^1-2\epsilon} \right) - 3.
\]

Our aim is to handle the following sum for \( k, l \) in the above range

\[
\sum_{k,l} \sum_{q=1}^{\infty} \sum_{n=1}^{\infty} d(n) \frac{I_{k,l}(n, q, d)}{q^2} S(h, n; q)
\]
Each of the $I_{k,l}$ in the above range can be handled using Lemma 4.12. Here we only consider the range $R < q < 2R$, and $S < n < 2S$ i.e $k = l = 1$, for which we have the biggest error term. Now since the volume of the box that $k,l$ take their values in, is bounded by $(\log X)^2$ we have the final error term is bounded by $(\log X)^2$ times the error that comes from $k = l = 1$. Lemma 4.16 enable us to average the Kloosterman sums above by employing Lemma 4.12 and also save a factor $X/Q^{2-\epsilon}$. Thus by setting $a_p = d(p)$, $Q = R$ and $P = S$ in Lemma 4.16 we have the above is bounded by

$$\frac{a}{d^2} d\left(\frac{X}{a}\right)^{1/2} \left(\frac{d^2}{a}\right)^{1/2} (1 + \frac{h}{X} + \frac{d}{a\sigma})^{1/2} h^\theta \left(1 + \left(\frac{X}{h}\right)^\theta\right)$$

and therefore (4.70) is bounded by $dX^{1/2+\theta+\epsilon}/a$. This finishes the proof of (4.72) and using (4.73) finishes the proof of the theorem.

□
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