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ABSTRACT

The longitudinal (or septotemporal) axis of the rodent hippocampus is generally described as being functionally segregated. However, the division between septal and temporal areas is not clearly delineated, and current anatomic, genetic, and physiological data propose varying gradients and domains that in large part do not coincide. In an attempt to clarify these issues, we mapped the behaviourally induced activity of neurons throughout the longitudinal axis of CA1 using immediate early genes (IEGs), which enable large-scale analysis of neuronal activity at the cellular level with a high degree of spatial resolution.

Interestingly, the IEG data were not consistent with any of the proposed anatomical schemas or with the available single neuron recording data. The data suggest an alternative classification of hippocampal modules, with a functional domain in septal CA1 and a functional gradient through intermediate and temporal CA1. We suggest delineation between these two subdivisions of CA1 could correspond to amygdalar input to CA1. Further experiments could provide information on whether this input provides a basis for functional segregation at the level of neural activity dependent IEG expression.
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CHAPTER 1: INTRODUCTION

The hippocampal longitudinal axis

The hippocampus’ role in memory has been documented since the 1950’s, following the use of medial temporal lobe lesions to relieve various neurophysiological and psychiatric disorders (Scoville, 1954; Milner and Penfield, 1955; Scoville and Milner, 1957). Later, the discovery of place cells in 1971 by O’Keefe and Dostrovsky led to the proposition that the hippocampus plays a vital role in memory through the creation of a cognitive map (O’Keefe and Nadel, 1978). In rodents, the hippocampus proper – consisting of the dentate gyrus (DG) and cornu ammonis (CA) – is a curved structure that spans most of the brain from the septal pole (dorsaomedial anterior areas) to the temporal pole (ventrolateral posterior areas). Current evidence suggests that there are functional differences in the way septal and temporal areas contribute to memory and spatial processing, however, these functional differences are not well understood.

While the firing characteristics of principal cells of hippocampal sub regions, mainly CA1, CA3, and the DG, have been relatively well characterized, functional differences along the septotemporal (longitudinal) axis have not been extensively explored. This difference is largely due to the difficulty in recording from or manipulating hard to reach temporal areas of the hippocampus. However, current evidence, based on connectivity, genetics, and physiology suggests differing functional sub-regions and/or gradients along the longitudinal axis of the hippocampus.

In much of the literature, the septotemporal axis is divided into three areas--septal, intermediate, and temporal--although this division is not clearly delineated (ex. Swanson & Cowan, 1977; Moser & Moser, 1998; Bast et. al., 2009). Generally, septal CA1 is
thought to be the center for cognitive functions, like spatial memory and navigation, whereas temporal CA1 is thought to contribute more to emotional or affective memories. Intermediate CA1 is generally thought of as being the graded area in between septal and temporal, receiving overlapping connections with both, and is commonly thought of as an interface for functions of septal and temporal regions.

In this thesis I utilize immediate-early genes to examine the relative differences in the proportion of active neurons along the septotemporal axis of CA1. Immediate-early genes (IEGs) such as Arc and Homer1a have been shown to be expressed in principal neurons in the hippocampus and elsewhere (Imamura et. al., 2011) and are expressed in approximately the same proportion of neurons in the hippocampus that have been reported to be active electrophysiologically (Guzowski et. al., 2006). Thus, we were able to characterize the proportion of IEG expressing neurons as a means to infer neural activation patterns with a high degree of spatial resolution, while also enabling the characterization of relative firing frequencies through the quantification of IEG expression, which has been demonstrated to correlate with place cell activity (Witharana, 2012).

Anatomy

Hippocampal neural circuitry, especially through the perforant path and so-called trisynaptic circuit (Anderson 1971), has been well established. For the most part, input to the hippocampus is directed from the cortex through superficial layers (II/III) of the entorhinal cortex to DG, then to CA3 and CA1 (and the subiculum), where input is then sent back through deep layers (V/VI) of the entorhinal cortex to cortical and subcortical
brain regions. However, there are strong, functionally significant cortical inputs from EC to CA1 (McNaughton et. al., 1989; Vago & Kesner, 2008), as well as from CA1 and the subiculum to the neocortex (Swanson, 1981; Jay & Witter, 1991; Parent et. al., 2010). In general, a regionally conserved pattern of connectivity is seen within the trisynaptic circuit in the transverse axis (Andersen et. al., 1971), however more divergent patterns of septotemporal connectivity are clear (Amaral & Witter, 1989).

Septal and temporal areas of the hippocampus show distinct differences in connectivity with other cortical and subcortical brain areas, strengthening the hypothesis that they are functionally distinct. These connections are mostly interposed through the EC, and are generally graded rather than discrete. Septal hippocampus generally receives more visuospatial inputs from areas like retrosplenial, occipital, postrhinal cortices through topographic projections from the dorsolateral EC (Dolorfo and Amaral, 1998; Fanselow & Dong, 2010; Strange et. al., 2014; Takata et. al., 2015). Temporal hippocampus, on the other hand, generally receives inputs from areas involved in affect regulation, such as prelimbic, infralimbic, and gustatory corticies, through ventromedial EC (Dolorfo and Amaral, 1998; Jones et. al., 2007; Fanselow & Dong, 2010; Strange et. al., 2014). The temporal hippocampus, especially CA1 and the subiculum, also receive direct input from the amygdala (Krettek & Price, 1977; Petrovich, Canteras, & Swanson, 2001).

These anatomical findings generally align with what would be expected given the results of lesion studies looking at the differing effects of disruptions to septal versus temporal hippocampus. These studies have generally (although not always) revealed that septal hippocampal lesions lead to deficits in spatial navigation memory, and temporal
lesions lead to deficits in memories related to fear and stress. For example, studies have shown that lesions restricted to the septal hippocampus reveal impairments in spatial navigations tasks such as the Morris water maze navigation task (Sutherland et. al., 1983) and that the extent of the lesion mirrors the extent of impairment on the task (Moser et. al., 1993; Moser et. al., 1995). Conversely, studies examining the effect of lesions to the ventral hippocampus generally report a disruption of affective characteristics, for example innate (Kjelstrup et. al., 2002) and learned (Hunsaker & Kesner, 2008) fear responses, such as exploration of open arms on an elevated plus maze or interruption of conditioned fear responses, respectively.

However, some lesion studies—particularly those examining the effects of lesions to temporal hippocampus—have produced varied results. One potential reason for this that is particularly relevant to the study at hand is that the delineations between septal and temporal hippocampus have not been clearly defined, and usually vary (Fanselow and Dong, 2010). Disparities in lesion site and extent may explain the mixed results when comparing some studies (Sutherland et. al., 2010). Additionally, the gradual differences in connectivity generally described by studies examining hippocampal connectivity along the septotemporal axis challenges the categorization of CA1 into discrete domains.

**Physiology**

Previous experiments looking at differences in neuronal activity along the septotemporal axis used electrophysiological recordings to reveal gradual differences in both the number of active neurons and the spiking activity of active neurons between septal and temporal CA1 (Jung et. al., 1994; Maurer et. al., 2005; Keinath et. al., 2014).
In septal CA1, there are more place fields, with cells showing smaller, more specific fields. In more temporal regions of CA1, fewer cells express fields in a given area, but fields are larger. Thus, septal place cells are thought of as having greater spatial ‘resolution’ than the cells in more temporal areas of CA1. It’s important to note that while place fields in temporal CA1 are expanded compared with those in septal CA1, they do not overlap more; instead, it was found that overall there were fewer neurons with place fields in more temporal regions. Most of these studies, however, were limited to the septal and intermediate hippocampus, due to constraints in recording in far temporal areas of CA1. In CA3, recordings from along the entire extent of the axis have revealed an almost linear place field size gradient spanning the septotemporal axis (Kjelstrup et. al., 2008), corresponding to available data on CA1. However, the relative change in the population of neurons active was not explored in that study.

Place cell selectivity is hypothesized to be partially regulated by input from grid cells (cells in the entorhinal cortex that fire in a systematic, grid-like fashion (Hafting et. al., 2005)). Gradients in grid cell activity that provides input from entorhinal cortex (EC) to the hippocampus gives some possible insight into why this septotemporal difference in hippocampal place cell activity might be. As mentioned previously, more septal areas of hippocampus are connected with dorsolateral areas of EC, and more temporal areas of hippocampus are connected with ventromedial areas of EC (Dolorfo and Amaral, 1998; Strange et. al., 2014). Correspondingly, grid cells in dorsolateral EC show smaller spacing between grid fields as compared with grid fields in ventromedial EC (Stensola, et. al. 2012). This topographic pattern of connectivity is preserved through the trisynaptic circuit.
Another physiological difference between septal and intermediate/temporal CA1 is related to the increase of firing rate of place cells with running speed. It has been found that as an animal moves through a particular place field, the faster the pace the animal moves, the faster the firing frequency of place cell (Terrazas et. al., 2005; Maurer et. al., 2005). This variation in firing frequency with speed, however, is diminished in temporal hippocampus (Maurer et. al., 2005).

Precisely how these variations in neuronal activity along the septotemporal axis contribute to spatial navigation is not completely understood, however, data from all except one study are based on experiments recording from septal and intermediate hippocampus, due to technical challenges in recording from temporal areas. Information on more temporal areas, especially for CA1, could help elucidate how variations in activity along the septotemporal axis contribute to spatial navigation.

*Gene expression*

Through genetic analysis, CA1 has been recently been genetically categorized into three areas -- dorsal (CA1d), intermediate (CA1i), and ventral (CA1v) (Thompson, et. al. 2008; Dong, et. al., 2009). Based on in situ hybridization data of combined groups of genes from the Allen Brian Institute Atlas (Lein, 2007), these studies detailed not only molecular heterogeneity of cells along the septotemporal axis in CA1 and CA3, but also proposed discrete molecular domains (Thompson, et. al., 2008; Dong, et. al., 2009). In CA1, these areas were delineated based on specific expression boundaries for a number of genes combined for CA1d and CA1v, and a lack of expression of those genes for CA1i.
More recently, a study using next-generation RNA sequencing challenged the idea that CA1 could be genetically divvied up into discrete domains (Cembrowski, et. al., 2016). Their results indicate that there is pronounced variability in gene expression throughout CA1 (10-fold greater than what had been previously described), but did not align with previous findings indicating molecular subdivisions. They found many different genes enriched at either pole of the CA1, and a gradient of gene expression that was generally organized as a continuum between the septal and temporal poles. Importantly, the intermediate decay of gene expression between poles varied by individual gene. Although some genes exhibited sharper boundaries, the cutoff point septotemporally varied widely.

Interestingly, the examination of CA3 in this study confirmed previous findings that discrete genomic domains are present in this hippocampal subfield (Thompson et. al., 2009).

While the functional significance of heterogeneity in pyramidal cells is also not currently understood, the particular genes that were differentially expressed septotemporally include those involved in functionally significant processes, such as calcium signalling and synaptic transmission (Tushev & Schuman, 2016). Examining whether there are parallel physiological and molecular patterns across the septotemporal axis could likely provide interesting insights into the organization of CA1.
The hippocampal flat map

The difficulty in illustrating relative relationships of areas in the hippocampus was remedied with the development of the hippocampal flat map, which illustrated the entire hippocampal formation as a 2D schematic map (Swanson, Wyss, & Cowan, 1978). An example of the hippocampal flat map (an updated version from Petrovich, Canteras, and Swanson (2001)) is illustrated in figure 1.1. In order to display data from regions of interest (ROIs) along the septotemporal axis accurately and efficiently, in this study they are displayed on the flatmap of CA1.
Figure 1.1. The hippocampal flat map. 2D schematic flatmap of the hippocampal structures and their relative locations. From Petrovich, Canteras, & Swanson, 2001.
Using immediate-early genes as markers of behaviourally induced neuronal activity

Immediate-early genes (IEGs), such as *Homer1a* and *Arc*, are transcribed rapidly and transiently following neuronal activity. These genes enable the characterization of active neurons through fluorescent detection of IEG mRNA, enabling large-scale analysis of neuronal activity at the cellular level (ex. Guzowski, 2002; Guzowski et al, 2005; Chalwa et. al., 2004), with a high degree of spatial resolution.

Traditional notions of eukaryotic mechanisms of transcription initiation (i.e. a polymerase locating promoter regions, binding DNA, recruiting transcription factors to the promoter region etc.) are still prevalent. However, evidence has shown that it’s more likely that RNA polymerase II (RNAPII) (the polymerase responsible for transcribing mRNA) transcribes genes in stable units termed transcription factories (ex. Iborra, et. al., 1996; Sutherland & Bickmore, 2009; Mitchell & Fraser, 2008). These transcription factories create localized mRNA clusters that appear as intranuclear transcription foci (INF), or ‘blobs’. While the conventional method of characterizing IEG blobs is Boolean (i.e. present or not present, corresponding to a neuron being active or not active, respectively), several previous studies suggest that blobs size and intensity characteristics may correlate with mRNA levels (Penner et al., 2011) and in turn this may correlate with the total spike activity of neurons over a certain temporal window (Miyashita et al., 2009; Witharana et. al., 2012). Indeed, it has recently been demonstrated that INF integrated intensity for the IEG *Homer1a* corresponds to increases in place cell activity (Witharana, 2012; Witharana et. al., 2016).

Studies looking at the transcription of neuronal IEGs have revealed that some, such as *Fos* and *Junb*, contain upstream depolarization-dependent transcriptional
regulatory Short Interspersed Elements (SINEs) that chaperone the relocation of IEGs to transcription factories following neuronal activity (Crepaldi et. al., 2013). Others, such as Arc and Egr1, are continuously poised at transcription factories with multiple RNAPIIs bound (Saha et. al., 2011). In this case, it has been demonstrated that following neuronal activity even more RNAPIIs are recruited and begin to transcribe the IEG (Saha et. al., 2011), supporting the idea that multiple spikes can produce bursts of increasing amounts of mRNA that can then be quantified. However, the precise stoichiometric relationship between spiking activity and the expression of these genes has yet to be determined.

Because previous studies have already correlated increasing blob size and intensity with spiking activity using Homer1a (Withawana et. al., 2012), we have chosen to use this IEG in the current study (along with Arc for positive control animals). Homer1a is an alternatively spliced isoform of constitutively expressed Homer1b and Homer1c proteins (Bottai et. al., 2002). While Homer1b and Homer1c act as scaffolding proteins to facilitate interactions between metabotropic glutamate receptors and downstream effector proteins, Homer1a competitively binds these proteins, but lacks the domain to facilitate coupling (Kammermeier & Worley, 2007; Shiraishi-Yamaguchi & Furuichi, 2007). Thus, the main role of Homer1a in neurons is to maintain homeostatic synaptic scaling, which is a form of neuronal plasticity that maintains homeostasis in neural networks despite changes in activity (Hu et al., 2010).
The home cage question

With the advent of automated detection and characterization of IEG blobs, a higher number of IEG positive neurons than predicted have been detected in home cage (HC) control animals, reaching levels near those of behavioural animals (Witharana et al., 2016). Detailed analysis of these foci in the hippocampus have revealed that small, dim foci are present in HC animals, whereas brighter, larger blobs (as measured by integrated intensities) along with smaller, dimmer foci, are present in behavioural animals (Witharana et al., 2016). The bimodal distribution of behavioural animals presents the question of whether smaller, dimmer foci are perhaps blobs induced by exploration of the home cage, rather than representative of the behavioural task.

In an attempt to reduce the possible home-cage blob contamination in this experiment, we continued the behavioural task throughout the time-course for Homer1a gene induction, rather than returning the animals to the home cage after the usual 5 minutes of a behavioural task. Previous unpublished results in our lab have characterized the expression of Homer1a over time from 2 to 50 minutes post-induction (figure 1.2). We found that blobs began to appear at about 20 minutes following induction. Area-normalized blob numbers peaked at about 28-34 minutes, but remained high until after 40 minutes, although these figures varied slightly depending on the method of imaging and blob quantification. In all cases, however, the number of blobs began decreasing in number by 42 to 50 minutes. From this timeline it is estimated that Homer1a mRNA likely diminishes from the nucleus by approximately 25-30 minutes following peak induction. Therefore, in order to ensure any home cage Homer1a expression was
diminished in behavioural animals, the behavioural task in the current study lasted 36 minutes.

Figure 1.2. *Homer1a* time course analysis data detailing the relative number of blobs over time. Time course data was based on MECS IEG induction. Top: Confocal analysis of blobs over time from 16 to 50 minutes. Bottom: NanoZoomer analysis of blobs over time from 2 to 50 minutes.
Present study predictions

In this study we mapped the behaviourally-induced transcriptional activity of neurons throughout the longitudinal axis of CA1 using IEGs, which enabled large-scale analysis of activity at the cellular level with a high degree of spatial resolution. Based on previous electrophysiological findings, we predicted that the proportion of IEG+ nuclei would decrease from septal to temporal CA1 (figure 1.3). We also predicted that, because place cells in temporal CA1 have larger fields than place cells in septal CA1, the mean IEG expression quantified within IEG+ nuclei would be greater in temporal as opposed to septal CA1. We expected that these predictions would be reflected in the sparsity of the overall distributions of fano factor values (calculated using: mean(x)^2/mean(x^2), where x is the fano factor value of each nucleus), with sparsity values expected to be higher in septal and lower in temporal CA1.

Additionally, based on the time-course of the behavioural task and the approximate decrease in Homer1a mRNA within the nucleus following peak induction, we expected that the relatively high proportion of blobs found in home cage controls would be diminished in the current study.
Figure 1.3. Predicted trends in Homer1a expression. Top: Predicted trend in the proportion of IEG+ nuclei in septal, intermediate, and temporal CA1. Bottom: Hippocampal flat map visualization of the predicted proportion of IEG+ nuclei throughout CA1.
CHAPTER 2: METHODS

Subjects and handling

Thirteen mice (C57 background, 3-6mo.) were housed in pairs or triplets on a twelve-hour light/dark cycle, with food and water available ad libitum. All procedures were performed in accordance with the Canadian Council on Animal Care and University of Lethbridge Animal Welfare Committee guidelines.

Each mouse was handled for approximately 5 minutes daily in the home cage room for 7 days prior to behavioural testing. Three days prior to testing, mice were separated and housed individually. On testing day, mice were randomly assigned to one of three groups: behavioural exploration (n=6), home cage control (n=6), and positive control (maximum electroconvulsive shock (MECS)) (n=1).

Behavioural testing

On testing day, animals in the behavioural exploration group were placed in a transport cage in the housing room, covered, and transported to the behavioural room located approximately 10m away from home cage room. Mice were placed into a circular behavioural arena containing a 3x3grid (made with masking tape), with visual cues on the wall of the room and in the arena, and dim lighting. Animals were allowed to explore the behavioural arena for 36 minutes, with the experimenter ensuring that the animal transversed each grid approximately equally throughout the exploration time. If the animal did not move itself, the experimenter placed the animal into a different grid. Following the 36 minutes of exploration, animals were transferred to a perfusion room for immediate sacrifice. Animals in the home cage group were taken straight from the
home cage room to the perfusion room to be sacrificed. Animals in the positive control group received maximum electroconvulsive shock (MECS) in order to induce IEG expression, left in a covered transport cage for 36 minutes, then sacrificed. MECS parameters were as follows: 60 pulses at 04 ms for 02 seconds and 75mA.

**Figure 2.1. Timeline for the induction of IEGS in behavioural, home cage control, and MECS control groups.** In the behavioural group (n=6), animals explored a novel environment for 36 minutes to correspond with the induction timeline of Homer1a. The home cage control group (n=6) were taken straight from the home cage room and perfused. The positive control animal (n=1) received MECS to induce the expression of Arc and was 5 minutes following induction. Figure not to scale.
Sacrifice and Tissue Preparation

Animals were placed in an isofluorane chamber until fully anesthetized immediately upon entry to the perfusion room. Animals then received an intraperitoneal (IP) injection of 0.1-0.25mL of Euthansol (sodium pentobarbital). Once deeply anesthetized, animals were perfused intracardially with RNase free 1X phosphate buffered saline (PBS) followed by 4% paraformaldehyde (PFA). Brains were extracted and placed into 4% PFA for 2 hours, then placed in a 30% sucrose solution until sunk (approximately 1.5 days).

Following cryopreservation, brains were cut down the midline to separate hemispheres. Brains were then flash frozen using dry ice and ethanol, then embedded in OCT and stored at -80°C. The left hemisphere of each mouse brain was then cut on a coronal plane at 40μm/section using a cryostat. Sections were placed in wells containing 1X PBS and mounted on Superfrost Plus slides, dried and stored at -80°C.

Fluorescence in situ Hybridization (FISH)

Homer1a and Arc FISH was performed as previously detailed (Guzowski et. al, 1999; Montes-Rodriguez et. al., 2013; Witharana et. al., 2016). Briefly, DIG labelled antisense riboprobes probes targeting the 3’ untranslated region (UTR) of mouse Homer1a and intronic sequences of Arc mRNA were synthesized using polymerase chain reaction (PCR) and in vitro transcription.

Slides stored at -80°C were thawed completely, and then incubated in 4% PFA (4°C) for 4 minutes, followed by a 2 minute wash in 2xSSC to remove residual PFA. Slides were then incubated with proteinase K (3ul in 1 mL proteinase K buffer per slide)
for 30 minutes in order to increase tissue permeability. Again, slides were fixed in 4% PFA for 3 minutes, and then washed in 2X SSC. Following a 10 minute incubation in acetic anhydride (in order to increase probe binding specificity), slides were rinsed in DEPC treated water and incubated in a 1:1 acetone/methanol solution for 5 minutes at -20 to remove lipids from tissue. After an additional wash (5 minutes) in 2X SSC, slides were incubated in pre-hybridization buffer for 1 hour to increase probe binding specificity. Slides were then incubated in 3ng/µl of probe in hybridization buffer overnight (approximately 16 hours) at 56°C.

Following the overnight incubation, slides were left to cool to room temperature and washed several times in 2X SSC to remove residual hybridization buffer and probe. Slides were then washed in an RNase a solution for 30 minutes at 37 °C to destroy any remaining single stranded RNA, then washed in 2X SSC and 0.5X SSC. Following a 30 minute incubation in 2%H2O2 (to quench any endogenous peroxidases that may interfere with the antibody-HRP specificity in binding to TSA-biotin), slides were washed in TBST for 10 minutes and incubated overnight (approximately 16 hours) with HRP conjugated anti-DIG.

After the overnight antibody incubation, slides were washed several times in TBST, and incubated for 60 minutes with tyramide conjugated biotin. The tyramide targets and binds to the HRP conjugated ant-DIG, providing signal amplification. Following several washes, slides were then incubated with a streptavidin (SA) -Texas red conjugate for 30 minutes, to bind biotin and provide a fluorescent marker. Slides were again washed several times with TBST then with TBS, and counterstained with DAPI,
which enables visualization of neuronal nuclei. Vectashield was used for cover slipping and slides were then sealed with nail polish.

**Imaging**

The entirety of each slide was initially imaged using a NanoZoomer (Hamamatsu) digital microscope for detailed large-scale visualization of each series of brain section. Next, tiled z-stacks of CA1 were imaged using a laser scanning confocal microscope (Olympus Fluoview 1000). Each z-plane had a step size of 0.5µm and a depth of 18µm (37 stacks per image). Further details on NanoZoomer and confocal imaging can be found in appendix A.

**Regions of Interest**

The regions of interest (ROIs) consisted of the entire CA1 layer imaged in even intervals from anterior to posterior. Five sections, each approximately 480um apart, were used for each brain covering septal to temporal CA1. Images of each section were first cropped to exclude nuclei outside of the CA1 layer, then multiple square RIOs were segmented as shown in figure 2.2. In total, 17 ROIs were used, labelled A-Q, and overlaid on the hippocampal flat map based on their position along the septotemporal axis of CA1 (as shown in figure 2.2).
Figure 2.2. Regions of Interest along the septotemporal axis of CA1 and their relative positions on coronal sections and the CA1 flatmap. Top: ROIs from CA1 were imaged using a confocal microscope. Square ROI subregions were segmented from along the septotemporal axis (A-Q). Bottom: Following analysis, IEG data from each subregion was compiled according to position from the septal to temporal pole and overlayed on the hippocampal flatmap of CA1, and delineated into septal, intermediate, and temporal.
Image Analysis

Automatic analysis of DAPI – stained nuclei and fluorescent IEG foci was performed using a number of programs. Together, these programs enabled the analysis of blob features (such as the number of blobs, the integrated intensities of each blob, and their position in the image), as well as the identification of their corresponding nuclei. This enabled analysis that combined blob features with nuclear features such as fano factor, average pixel intensity and total integrated intensity.

Automated blob detection and quantification

A Java based ImageJ plugin (IEG Analysis, V. Trivedi) was used to automatically analyze tiled image stacks for characteristics of individual blobs in 3D space using user specified parameters (see table 5.1, appendix A, figure 2.3). Methods for detecting blobs have been detailed previously (Montes-Rodriguez et al., 2013; Du et al., 2011). Briefly, blobs were defined by local maxima and expanded until pixels no longer reached the user specified thresholds for either the blob itself or the nuclear background (in order to decrease the detection of ‘blobs’ that were not located inside of a nucleus). All continuous pixels that met those thresholds were included in the blob initially. Following this step, each blob was accepted or rejected based on user defined input parameters, such as size and peak thresholds. A final list of all remaining blobs and their associated features was output. Blob features quantified included number of blobs, position of each individual blob, and integrated intensity and size of each blob.
Figure 2.3 Example of blob detection and FARSIGHT nuclear segmentation. Top: single layer confocal image with blob detection and identification using IEG Analysis. Bottom: Single layer confocal image with example showing the raw image (left), and the image with nuclear boundaries superimposed (right).
**Nuclear Segmentation**

Following blob detection, automated 3D nuclear segmentation on confocal z-stacks was performed (figure 2.3). Images were first preprocessed using ImageJ, which involved splitting colour channels. To the blue channel, a median blur of 3 pixels (to reduce high frequency noise) and a contrast stretch was applied. Next, nuclear boundaries were automatically detected and delineated with FARSIGHT, an open source program that has been described in detail and verified elsewhere (Bjornsson et. al., 2008; Al-Kofahi et. al., 2010; Wilber et. al., 2015). Preprocessing and segmentation were performed using a Matlab interface batch script (runBatchMode, L. Mesina). All nuclei were subjected to a volume threshold of 5619-10645 (the mean volume value +/- 0.75 standard deviations) pixels and images were guard zoned 10 z-stacks from the top and bottom of the image stack and 30 pixels from the edges.

Using borders of segmented nuclei overlaid on the original confocal images, details about pixel intensity and variation were characterized as an indication of IEG expression (Blobless analysis, M. Eckert). Many characteristics were quantified for each nucleus, but only average intensity and fano factor were used in the current analysis. The average was calculated as the mean intensity values for all pixels within the nuclear boundaries for a specific colour channel corresponding to the stain for the IEG of interest (in this case, red). Average red was used as a measurement to quantify the mRNA throughout the nuclei, instead of just mRNA localized to blobs. The fano factor was calculated as the pixel variance in each nucleus divided by the mean, and gave an indication of whether the distribution of red pixels within a nucleus was concentrated in a
relatively small proportion of pixels. The fano factor measurement provided a method to quantify the tendency of the mRNA to be localized into blobs (figure 2.4). In addition to these measurements, this script enabled the overlay of blob coordinates so nuclear features could be directly compared with blob features characterized using IEG Analysis.

Statistics

For results grouped into septal, intermediate, and temporal areas, a repeated measures ANOVA was used to calculate statistical significance based on the average proportion of IEG+ nuclei for each animal in each subregion (repeated measures were based on proportions for septal, intermediate, and temporal for each individual animal). A post-hoc Holm-Sidak test was then done for multiple comparisons. For fano factor analysis, IEG+ nuclei were defined as those having a fano factor value of 2 standard deviations above the home cage mean. For blob analysis, IEG+ nuclei were defined as those containing at least one blob. For results based on distributions of quantified IEG expression, a two sample Kolmogorov-Smirnov test was done. Figures for these distributions were normalized and smoothed based on a probability density function (so that the area under the curve summed to one), using ksdensity in Matlab.
Figure 2.4. Comparison of fano factor values with blob integrated intensity values. Fano factor values from segmented nuclei (yellow boundaries) and total integrated intensity values from blobs within the nuclei are listed below each nucleus.
CHAPTER 3: RESULTS

IEG expression was measured in nuclei from various positions along the septotemporal axis.

Following guard zone and nuclear volume exclusions, a total of 30,125 nuclei were sampled from all animals in all conditions. From this, approximately half were from the behavioural condition and half were from the home cage control condition. Table 3.1 presents a summary of the numbers of nuclei sampled from dorsal, intermediate and temporal areas for behavior, HC control, and MECS control conditions. Seventeen positions were sampled along the septotemporal axis at various positions on the hippocampal flatmap.

Table 3.1 Number of nuclei sampled from septal, intermediate, and temporal positions in CA1 in behavioural, home cage control, and MECS control conditions.

<table>
<thead>
<tr>
<th>Position</th>
<th>Behaviour (# nuclei)</th>
<th>Home cage control (# nuclei)</th>
<th>MECS control (# nuclei)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Septal CA1</td>
<td>6542</td>
<td>6198</td>
<td>1091</td>
</tr>
<tr>
<td>Intermediate CA1</td>
<td>4274</td>
<td>4533</td>
<td>677</td>
</tr>
<tr>
<td>Temporal CA1</td>
<td>3046</td>
<td>3258</td>
<td>506</td>
</tr>
</tbody>
</table>
Novel environment exploration induced IEG expression

Overall, the distribution of fano factor and average red values in the behavioural condition was right shifted compared to that of the home cage (figure 3.1), with the behavioural condition showing a greater number of nuclei expressing a greater amount of IEG (as indicated by fano factor and average red value) as compared to the home cage condition. In order to classify nuclei as IEG+ or IEG- using fano factor, we used 2 standard deviations above the mean of the home cage control group as a threshold. Nuclei with a fano factor value higher than the threshold were classified as IEG+. During the behavioural exploration task, each animal transversed each grid an average of 182 times in the first 20 minutes of behavior. During this time, animals were moved to different grids by the experimenter an average on 36 times each.
Figure 3.1. Normalized distributions of fano factor values (top) and average red (bottom) from nuclei in home cage control and behaviour animals. Green vertical lines represent the home cage control mean, and the blue lines represent 2 standard deviations above the home cage control mean. IEG+ nuclei were defined as those nuclei having a fano factor value exceeding the threshold of 2 standard deviations above the home cage control mean value. These values are as follows: Fano (ln) Mean = -1.2928, STD = 0.7157, Mean + 2 STD = 0.1387; Average (ln) Mean =2.5167, STD = 0.1592, Mean + 2 STD = 2.8351.
Proportion of IEG+ nuclei in septal, intermediate, and temporal areas

The proportion of neurons classified as IEG+ in the behavioural exploration condition was significantly greater than those in the home cage control condition, and this was the case for each of septal, intermediate, and temporal areas ($p<0.0001$, $p=0.0173$, and $p=0.0110$, respectively) (Figure 3.2).

The average proportion of IEG+ nuclei was 23% in septal areas, 11% in intermediate areas, and 18% in temporal areas. There was no significant difference in IEG+ nuclei between septotemporal areas within the home cage-control animals ($p>0.05$ for all comparisons). In the behavioural group, there was a significant difference in the proportion of IEG+ nuclei between septal and intermediate areas ($p=0.0018$), but not between septal and temporal ($p=0.0795$) or intermediate and temporal ($p=0.0795$) (figure 3.2).

Proportion of IEG+ nuclei overlaid on the hippocampal flatmap

In order to determine the relative septotemporal and proximodistal position of each area sampled, we overlaid each ROI with its corresponding position on the hippocampal flatmap (see figure 1.1, figure 2.2), with each ROI represented as a square on the flatmap (figure 3.3). For each square, we calculated the proportion of IEG+ nuclei, and created a heatmap based on those values. The colour of each square relative to its corresponding colourbar represents the proportion of IEG+ nuclei in that specific position of CA1.
Figure 3.2. Average proportion of IEG+ nuclei in septal, intermediate, and temporal CA1 in control and behavioural groups. IEG+ nuclei are defined as those nuclei having fano factor values exceeding the threshold of 2 standard deviations above the home cage control mean fano factor value. Top: Comparison of proportion of IEG+ nuclei between behaviour and control animals in septal ($p<0.0001$), intermediate ($p=0.0173$), and temporal ($p=0.0110$) CA1. Comparisons of proportion of IEG+ nuclei within groups between septal, intermediate, and temporal were as follows: Behaviour -
Multiple comparisons revealed a significant difference in septal vs. intermediate ($p=0.0018$), with no other comparisons reached statistical significance (septal vs. temporal ($p=0.0795$); intermediate vs. temporal ($p=0.0795$)). Control - No comparisons reached statistical significance (septal vs. intermediate ($p=0.6164$); septal vs. temporal ($p=0.6164$); intermediate vs. temporal ($p=0.3204$)). Statistical comparisons were two-way repeated measures ANOVA, with a post-hoc Holm-Sidak test for multiple comparisons.

**Proportion of IEG+ nuclei by septotemporal position**

In order to determine the proportion of IEG+ nuclei in order from septal to temporal poles, each ROI was arranged based on its relative septotemporal position on the CA1 flatmap, disregarding its proximodistal position (figure 3.4). This data revealed a consistently high proportion of nuclei were IEG+ in approximately the septal half of CA1, with an average of 23%. In the temporal half of CA1, the average proportion of IEG+ nuclei was 13%; however, the values of individual ROIs dropped off sharply to just 7% in the ROI closest to the septal half, but showed a graded, stepwise increase to over 20% of IEG+ nuclei in the most temporal areas of temporal CA1. In general, these trends were mirrored in the home cage control animals, but with an average of 5% of IEG+ nuclei in the septal half, and 4% in the temporal half. The gradual increase in the proportion IEG+ nuclei in temporal areas was less obvious in the home cage control group.
Figure 3.3. Proportion of IEG+ nuclei by sampled position on CA1 flatmap. Top: Fano factor analysis. IEG+ nuclei were defined as those having a fano factor value of 2 standard deviations above the home cage mean. Bottom: Blobs analysis. IEG+ nuclei were defined as those containing one or more blobs as detected with an automated analysis program (IEG_Analysis, see methods). Colourbar ranges from 0 (0%, dark blue) to 0.3 (30%, bright yellow).
Figure 3.4. Proportion of IEG+ nuclei by relative position on the CA1 septotemporal axis. IEG+ neurons were defined as those having a fano factor value of 2 standard deviations above the home cage mean. Proportion of IEG+ nuclei by position from septal to temporal CA1 in behaviour (top), HC control (middle), and MECS control (bottom) conditions. Statistical comparisons (one-way ANOVAs) revealed a significant difference between positions in the behavior condition (p<0.0019), but not in the HC control condition. Labels (A-Q) correspond to position on CA1 flatmap. Error bars represent SEM.
Differences in IEG expression are not due to intrinsic differences in IEG expression between septotemporal regions

In order to ensure the IEG expression differences along the septotemporal axis were reflecting physiology and not just intrinsic gradients in the ability to express the IEG, maximal electroconvulsive shock (MECS) was used to induce gene expression in a positive control animal. Blob analysis was used to determine the proportion of IEG positive nuclei along the septotemporal axis, as was done with the behavioural and home cage control animals, except that the IEG used for MECS analysis was Arc (an IEG that is co-regulated with Homer1a (Vazdarjanova et. al., 2002)) (figure 3.5).

We used the proportion of IEG positive nuclei from the positive MECS control as a denominator for the proportions of IEG positive nuclei in the behavioural and home cage conditions. This was done so that the results reflect the proportion of nuclei that express these IEGs from the behavioural task out of the proportion of the population that are able to express these IEGs (figure 3.5). We found that this measure did not affect the overall pattern of IEG expression seen in figure 3.3.
Figure 3.5. Characterization of the population of nuclei expressing IEGs following MECS induction. Left: MECS induced expression. Right: Behavioural data as a proportion of average IEG+ nuclei following MECS. Top: Fano factor analysis. Bottom: Blob analysis.
Normalized distributions of fano factor values reveal differences in the quantity of expression between septal, intermediate, and temporal CA1

Using fano factor values based on red pixel distribution within nuclei enabled the quantification of IEG expression in all nuclei, not just those characterized as IEG+. Using this method, we were able to characterize nuclei expressing even small amounts of IEGs, which enabled the detection of differences in the populations of neurons being examined.

Distribution comparisons of fano factor values between the behavioural and home cage control groups revealed differences in the two populations, as mentioned above (figure 3.1). Two-sample Kolmogorov-Smirnov tests also revealed significant differences in the distributions when comparing the behavioural and control groups in septal ($p<0.0001$), intermediate ($p<0.0001$), and temporal areas ($p<0.0001$) (figure 3.6).

Within group comparisons for differences in fano factor distributions between septal, intermediate, and temporal areas were also present. In the behavioural condition, there was a significant difference between septal and temporal areas, and intermediate and temporal areas ($p<0.0001$ for both, with a post hoc Bonferroni alpha value of 0.017 for multiple comparisons), but no statistical difference between septal and intermediate areas ($p=0.1302$). Statistical tests also revealed a significant difference between septal and temporal distributions in the home cage control animals ($p=0.0030$, also with a post hoc Bonferroni alpha value of 0.017 for multiple comparisons), but not between septal and intermediate ($p=0.7138$) or intermediate and temporal (0.2253).
Sparsity values calculated based on fano factor distributions were higher in septal CA1 as compared to temporal CA1 in behavior, but not in the home cage control. Sparsity values are presented in figure 3.6.

Figure 3.6. Normalized distributions of fano factor values and in behaviour and home cage control groups and corresponding sparsity values. Top: Normalized distributions of all nuclei comparing behaviour and control groups ($p<0.0001$). Bottom: Normalized distributions of nuclei comparing behaviour and control groups in (l-r): septal ($p<0.0001$), intermediate ($p<0.0001$), and temporal($p<0.0001$) CA1 areas.
Figure 3.7. Normalized distributions of fano factor values in septal, intermediate, and temporal CA1. Graph on the top represents data for all nuclei, bottom figure is zoomed in on the right tail of the top figure. Left: Behavioural group. Right: Home cage control group.
Characterization of nuclei by number of blobs

In order to ensure the increase in expression seen in temporal CA1 could not be accounted for by an increase in cells expressing single blobs (which could potentially be an indication of less spiking activity), rather than the two blobs per nucleus that would be expected given the bi-allelic expression patterns normally described for Homer1a, we characterized the number of blobs per nuclei for septal, intermediate, and temporal CA1. We found that the proportion of nuclei that had zero, one, or two blobs was on average 74.1%, 14.1%, and 11.8% for the behavioural group, and 88.8%, 8.6%, and 2.6% for home cage control animals, but these values varied depending on the septotemporal position (figure 3.7). The ratio of single blobs nuclei to double blobs nuclei for septal, intermediate, and temporal areas, respectively, were 1.2, 1.4, and 1.0 (behavioural group) and 3.3, 5.2, and 2.6 (control group). The normalized distributions for fano factor values in nuclei with two blobs revealed differences in the shape of the distributions of fano values, indicating that having a second blobs in the nucleus usually increases the fano factor value (figure 3.8 and figure 3.9).
Figure 3.8. Characterization of nuclei by number of blobs. Top: Proportion of nuclei containing zero, one, and two blobs per nuclei in septal, intermediate, and temporal CA1. Bottom: The normalized fano factor distributions of nuclei containing zero, one, and two blobs. Left: Behavioural group. Right: Home cage control group.
Figure 3.9. Normalized distributions of fano factor values based on the number of blobs. Distributions for behavior and home cage control nuclei with zero (top), one (middle), or two (bottom) blobs per nucleus.
CHAPTER 4: DISCUSSION

We mapped behaviourally-induced IEG transcriptional activity of neurons throughout the longitudinal axis of CA1 following the exploration of a novel environment. Using automated nuclear segmentation and IEG quantification methods, we were able to calculate not only the proportion of transcriptionally active neurons along the septotemporal axis, but also to characterize IEG expression in the entire population of neurons from experimental and control animals. We mapped ROIs from coronal sections onto a 2 dimensional hippocampal flat map in order to visualize the activity of neurons throughout CA1 in both the septotemporal and proximodistal axis. Contrary to predictions from either neurophysiology, connectivity or patterns of expression of other genes, our results indicate that there are two distinct domains along the septotemporal axis of CA1.

Propportion of IEG+ neurons did not follow the predicted pattern along the septotemporal axis of CA1

Our results do not align with what was predicted from current physiological data. We expected a gradient along the axis, with a greater proportion of cells active in septal CA1 as compared to temporal CA1. Instead, we found what seems to be a functional domain in septal CA1 and a functional gradient through intermediate and temporal CA1. We have termed these domains CA1d1 (septal) and CA1d2 (temporal) (figure 4.1). These domains correspond to roughly the septal half of and the temporal half of CA1, respectively.
These results could be due to a number of possibilities. Current data on the physiology of CA1 along the septotemporal axis is restricted to septal and intermediate regions (Jung et. al., 1994; Maurer et. al., 2005), and our predictions were based on a continuation of this trend throughout the septotemporal axis. This assumption of continuity was influenced by data showing that the trend of place field size expansion seen in septal to intermediate CA1 was the case for CA3 along the entire septotemporal axis (Kjelstrup et. al. 2008) (at least in terms of the size of place fields along the septotemporal axis, as the proportion of neurons active along the axis was not described in that study).

While our results could indicate that neurons in temporal regions of CA1 do not show the same pattern of activity as described in septal to intermediate CA1 and temporal CA3, they could also indicate that some proportion of neurons in temporal CA1 are not spatially modulated, which would make it difficult to detect using standard electrophysiological methods and experimental setups designed to investigate spatial processing in the brain. However, further experiments will need to be done to explore the implications of these findings. Some possible experiments will be detailed in the future research section of this chapter.
Figure 4.1 Proportion of IEG+ nuclei along the septotemporal axis correspond to two domains. Hippocampal flat map representation and graphic representation of differences in IEG+ nuclei along the septotemporal axis.
Delineation in direct amygdalar input to CA1 approximately corresponds to proposed distinction between CA1d1 and CA1d2 domains

CA1 and other areas of the hippocampal formation have direct reciprocal connections with the amygdala. It has been demonstrated that direct amygdalar inputs to CA1 are mainly localized to the temporal half of CA1 (Petrovich, Canteras, & Swanson, 2001). These inputs have been shown to modulate neural activity in CA1 (Vouimba & Richter-Levin, 2005; Gosh et. al., 2013). This, along with lesion studies, has contributed to the hypothesis that temporal areas of the hippocampus are involved mostly in emotional or affective aspects of memory.

Indeed, when flatmap images of amygdalar input to the hippocampus are overlaid with CA1 flatmap images of data presented here on the proportion of IEG+ nuclei, there is a striking similarity between the approximate borders of amygdalar input (especially for certain nuclei like posterior area of the basolateral nucleus (BLAp), but also generally for total amygdalar input), and the domains for the septotemporal axis of CA1 proposed here. Data on the proportion of IEG+ nuclei in CA1 (from figure 3.5) from this thesis overlaid onto hippocampal flatmaps from Petrovich, Canteras, & Swanson (2001) are shown in figure 4.2. Interestingly, temporal CA3 does not show the same degree of skewed septotemporal distribution of amygdalar inputs.

Variation in inhibition along the septotemporal axis

The results presented here, specifically the sudden decrease in the proportion of IEG+ nuclei at the delineation of CA1d1 and CA1d2, could also indicate that there are differences in the distribution of inhibition along the septotemporal axis. It has been
demonstrated in slice preparations that cells in temporal CA1 are intrinsically more excitable than cells in septal CA1 (Dougherty et. al., 2012; Hönigsperger et. al., 2015; Malik et. al., 2015; Milior et. al., 2016), and that this is due to differences in inhibition between septal and temporal areas (Petrides et. al. 2007). However, how gradually or abruptly this inhibition changes along the axis has not been well characterized.

It is also known that there exists a diverse population of interneurons in the hippocampus (Soltesz, 2005), and that the targets of some of these types of interneurons non-uniformly inhibit specific laminar and functional subpopulations of hippocampal cells (Lee, et. al., 2014). Given this, it could be the case that the precise distribution of inhibitory inputs from different types of hippocampal interneurons demonstrate position-based bias along the septotemporal axis. It is possible that differences in the type and extent of inhibition could influence the expression of immediate early genes to produce what appears to be two domains, as presented in figure 4.1.

**Total synaptic input vs. spiking**

Another way in which variation in inhibition along the septotemporal axis could impact these results is that IEG expression could be regulated less by spiking per se, and more by total synaptic input. Depending on the specific relationship between excitation and inhibition along the axis, and its influence on spiking activity versus regional and total excitatory synaptic input, it could be the case that synaptic input is sufficient to trigger the initiation of molecular signaling cascades that induce the transcription of certain IEGs, even in cells that do not reach threshold for an action potential.
Because *Homer1a* transcription is modulated by the transcription factor CREB, this would require the activation of CREB (through phosphorylation of its active site) without producing an action potential. Indeed, it has been shown that calcium influx at even distal dendrites has a global effect on neurons, through mechanisms like the transport of calcium regulated proteins from the synapse to the nucleus (ex. Deisseroth et. al., 1998; Hagenston & Bading, 2011), although studies suggest that at minimum dendritic action potentials are needed for nuclear calcium dependent proteins, like CPB (CREB binding protein), to be activated (Hardingham et. al., 2001; Bading, 2013). Still, this decoupling between spiking activity and IEG expression could result in the difference between the results presented here and electrophysiological studies.

**Left vs. right hemispheres**

In the current study, IEG expression was only analyzed in the left hemisphere of the brain of each animal. There are, however, differences in the molecular, morphological and functional characteristics between the left and right hemispheres, such as the asymmetrical expression of NMDA receptor subunit NR2B (Kawakami et. al., 2003; Shinohara et. al., 2008; Shipton et. al., 2014). These differences could potentially influence the expression of IEGs; therefore, comparisons of IEG expression along the septotemporal axis between the left and right hemispheres will be completed in future analyses.
Figure 4.2 Overlay of physiological data from CA1 with amygdalar projections to the hippocampal formation on the hippocampal flat map. Results from the proportion of IEG+ nuclei (as measured with fano factor, and as a proportion of IEG+ nuclei from MECS) (figure 3.5) overlaid with data from amygdalar input from the posterior area of the basolateral nucleus (BLAp, top left), the lateral nucleus (LA, top right), and the total combined input from the amygdala from all nuclei examined (bottom). Colourbar indicates relative colours for the proportion of IEG+ nuclei. Flat maps modified from Petrovich, Canteras, & Swanson, 2001.
Distributions of IEG expression in all nuclei

Another goal of this project was to look at the quantification of IEG expressed throughout the entire population of neurons in behavioural and control groups. To do this, we measured the red variation within the nucleus using fano factor to enable the quantification of dispersed mRNA as well as blobs in all nuclei. This allowed the quantification of small amounts of IEG expression in all nuclei as it required no threshold, as opposed to only quantifying IEG blobs. In those nuclei that did contain blobs, fano factor was highly correlated with the integrated intensity of blobs, especially the largest blob in the nucleus in those that contained more than one (supplementary figure 5.8).

As predicted, the sparsity values calculated based on fano factor distributions were higher in septal CA1 as compared to temporal CA1 in behaviour (figure 3.6). This indicates that, while septal CA1 has a greater proportion of transcriptionally active cells, neurons in temporal CA1 express a greater quantity of IEG. However, sparsity values for intermediate CA1 were lower than those of temporal CA1. The unexpected increase in the proportion of IEG+ nuclei along the gradient in CA1d2 could explain this finding, although the precise relationship along the axis remains to be determined.

We found that the entire distribution of fano factor values in the behavioural group was right-shifted as compared to the home cage control distributions (figure 3.1). This indicates that there was some level of IEG expression in the majority of the neuronal
population in the behavioural group. Even in those nuclei that contained no blobs, the difference in the distribution can be seen between behavior and home cage control groups (figure 3.9).

This result could be due to a number of reasons. One suggestion is that the population of neurons active is higher than what is able to be resolved from current electrophysiological studies, with cells that fire only a small amount not being recognized with available analysis methods. Another suggestion, detailed above, is that synaptic input may be enough to trigger some amount of IEG expression in the nucleus, so that even cells that do not reach threshold for an action potential express some amount of Homer1a.

**Nuclei with 1 vs. 2 blobs**

One observation made previously (Demchuk, 2013; Demecha, 2013) in our lab that lines up with the results here is that many (more than half) nuclei that contain blobs only contain one blob, while normally two blobs are expected due to bi-allelic expression pattern normally seen for Homer1a. At first, it seemed possible that perhaps both alleles were being transcribed at the same transcription factory, and therefore appear as only one blob. In this case, we would expect that in nuclei containing one blob, the blob would have a higher integrated intensity than blobs in nuclei containing two blobs. However, in these results the average integrated intensity of blobs in single blob nuclei was lower than that of the average of the two blobs in double blob nuclei. Another related observation when examining fano factor values between the behavioural and home cage control groups is that nuclei with only one blob had a more similar fano factor distribution.
between groups than those that had zero or two blobs. Whether this finding is of significance for IEG quantification is not known.

**Future research**

*The CA1 septotemporal axis*

While there seems to be a relationship between the domains of CA1 proposed here and direct amygdalar input, a causal relationship has not been described. In order to examine whether the difference in patterns of neuronal activation between CA1d1 and CA1d2, and the gradient seen within CA1d2, are influenced by amygdalar input (and whether different nuclei within the amygdala affect the IEG expression differentially), additional experiments will have to be completed.

The most obvious experiment to test causality would be to disrupt input from the amygdala to the hippocampus. This could be done reversibly through the infusion of lidocaine or muscimol into the amygdala. Alternatively, the use of genetic technologies could enable the inactivation of only those neurons in the amygdala that specifically project to CA1, through the combined use of anterograde tracer Cre conjugates and optogenetics or DREADDs.

Another experiment that could prove useful in explaining the data at hand would be to use a dual IEG paradigm in which an animal is exposed to a neutral room for the induction of one gene (ex. *Homer1a*), and then is exposed to the same room again for the induction of another gene (ex. *Arc*), but with sounds or smells that would induce a fear response (such as a foot shock or cat smell). This experimental setup would aim to reduce
differences in neural activity caused by differences in space, but enhance differences in activity caused the affect of the animal.

Finally, future analysis of this work will include characterizing IEG expression along the septotemporal axis of CA3, since the physiology of CA3 along the more temporal regions of the axis has been more extensively characterized. This will allow a more direct comparison of IEG data with physiological data.
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A. Supplementary Methods

Imaging

NanoZoomer
All slides were first imaged using a NanoZoomer (Hammamatsu) digital microscope. Slides were loaded (six at a time) into the machine on batch mode, and scan areas and focus points were applied manually. Focusing was done automatically. The following scanning parameters were used:

Profile – Fluorescence/brightfield
Exposure – 2x
Colour balance – red 3x, blue 3x, green 3x
Resolution – 40x.

Confocal
Following NanoZoomer imaging, each slide was imaged using a confocal microscope. All images were created using 1024x1024 pixels per frame. The following scan parameters were used:

DAPI: Laser: 5.1% power
HV: 460-475HV gain
Texas Red: Laser: 5.0% power
HV: 520 - 570 gain.
Image Analysis

**Blob detection thresholds**

**Table 5.1. Parameters and user settings for automated blob detection with IEG Analysis.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>User settings</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum blue</td>
<td>30</td>
<td>Minimum blue threshold for background (nucleus)</td>
</tr>
<tr>
<td>Minimum blue percentage</td>
<td>40</td>
<td>Minimum percentage of blob background that must contain the minimum blue threshold</td>
</tr>
<tr>
<td>Minimum peak red</td>
<td>50</td>
<td>Threshold for highest intensity pixels</td>
</tr>
<tr>
<td>Minimum red threshold</td>
<td>30</td>
<td>Minimum threshold for pixels to be included in blob</td>
</tr>
<tr>
<td>Minim red pixels</td>
<td>8</td>
<td>Minimum blob volume in pixels</td>
</tr>
<tr>
<td>Maximum red pixels</td>
<td>5200</td>
<td>Maximum blob volume in pixels</td>
</tr>
<tr>
<td>Minimum z-stacks</td>
<td>4</td>
<td>Minimum number of z-planes the blob must pass through</td>
</tr>
</tbody>
</table>

**Total red analysis**

In order to characterize the total red within nuclei, we summed the red value of each pixel within segmented nuclei. We then calculated the mean total red across nuclei and across animals within each ROI (figure 5.2, figure 5.3). In addition, we applied background subtraction, since the total red within each nucleus is affected by background red and variations in nuclear volume. The background value of each image was calculated by first expanding nuclear boundaries, then taking the average value of red in each pixel outside the expanded nuclear borders. This value was then subtracted from each pixel in the image. We then calculated the mean total red across nuclei and across animals within each ROI following background subtraction (figure 5.4, figure 5.5).
B. Supplementary Results

Figure 5.1 Normalized distributions of fano factor values based on blobs number in septal, intermediate, and temporal CA1.
Figure 5.2. Mean total red values by relative position on CA1 septotemporal axis in behavioural condition. Top: Mean total red values per nucleus, averaged across animals. Error bars represent SEM. Bottom: Mean total red values per nucleus for each individual animal.
Figure 5.3. Mean total red values by relative position on CA1 septotemporal axis in home cage control condition. Top: Mean total red values per nucleus, averaged across animals. Error bars represent SEM. Bottom: Mean total red values per nucleus for each individual animal.
Figure 5.4. Mean total red values after background subtraction by relative position on CA1 septotemporal axis in behavioural condition. Top: Mean total red values per nucleus after background subtraction, averaged across animals. Error bars represent SEM. Bottom: Mean total red values per nucleus after background subtraction for each individual animal.
Figure 5.5. Mean total red values after background subtraction by relative position on CA1 septotemporal axis in HC control condition. Top: Mean total red values per nucleus after background subtraction, averaged across animals. Error bars represent SEM. Bottom: Mean total red values per nucleus after background subtraction for each individual animal.
Figure 5.6a. Comparison of fano factor and average red values within nuclei at septotemporal positions A – C in behavioural and control groups.
Figure 5.6b. Comparison of fano factor and average red values within nuclei at septotemporal positions D – F in behavioural and control groups.
Figure 5.6c. Comparison of fano factor and average red values within nuclei at septotemporal positions G – I in behavioural and control groups.
Figure 5.6d. Comparison of fano factor and average red values within nuclei at septotemporal positions J – L in behavioural and control groups.
Figure 5.6e. Comparison of fano factor and average red values within nuclei at septotemporal positions M – O in behavioural and control groups.
Figure 5.6f. Comparison of fano factor and average red values within nuclei at septotemporal positions P – Q in behavioural and control groups.
Figure 5.7. Comparison of fano factor and blob integrated intensity values. Top: comparison of total integrated intensity between blob 1 and blob 2 within nuclei. Only data on nuclei containing two blobs are shown. Middle, bottom: Comparison of blob integrated intensity and fano factor value. Blob 1 was defined as the largest blob in the nucleus. Blob 1 vs fano factor are correlated (p<0.0001) Spearman r = 0.9297. Blob 2 vs fano factor are correlated (p<0.0001) Spearman r = 0.08458.