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Abstract

Animals are thought to learn from reinforcement by a dopamine-dependent reward prediction error, based on the difference between the expected and actual value of a reward. Here we demonstrate that this learning signal can be manipulated by drugs of abuse (amphetamine and Δ-9-tetrahydrocannabinol), resulting in reduced loss sensitivity on a competitive binary choice task. This effect is distinct from global choice strategy, as the randomness of choice responding is unaffected by drug and animals with on-board Δ-9-tetrahydrocannabinol are still capable of flexibly tracking changing reward contingencies.

Furthermore, we demonstrate that lose-shift responding is increased following amphetamine sensitization. We propose this increase is indicative of drug-induced plastic changes facilitating a shift in behavioral control towards dorsolateral striatum. These results highlight the potential for drugs of abuse to alter reward-based decision-making and provide a novel measure of the shift in behavioral control towards dorsolateral striatum that is proposed to occur in addiction.
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<tr>
<td>AMPH</td>
<td>Amphetamine</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of Variance</td>
</tr>
<tr>
<td>CB1</td>
<td>Cannabinoid Receptor 1</td>
</tr>
<tr>
<td>DAT</td>
<td>Dopamine Transporter</td>
</tr>
<tr>
<td>DiI</td>
<td>1,1'-Dioctadecyl-3,3,3',3'-Tetramethylindocarbocyanine Perchlorate</td>
</tr>
<tr>
<td>DLS</td>
<td>Dorsolateral Striatum</td>
</tr>
<tr>
<td>DMS</td>
<td>Dorsomedial Striatum</td>
</tr>
<tr>
<td>IFA</td>
<td>Impulsive Feeder Approach</td>
</tr>
<tr>
<td>IP</td>
<td>Intraperitoneal</td>
</tr>
<tr>
<td>LPFC</td>
<td>Lateral Prefrontal Cortex</td>
</tr>
<tr>
<td>MP</td>
<td>Matching Pennies</td>
</tr>
<tr>
<td>MSN</td>
<td>Medium Spiny Neuron</td>
</tr>
<tr>
<td>OFC</td>
<td>Orbitofrontal Cortex</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate-Buffered Saline</td>
</tr>
<tr>
<td>PFA</td>
<td>Paraformaldehyde</td>
</tr>
<tr>
<td>PR</td>
<td>Probability Reversal</td>
</tr>
<tr>
<td>RPE</td>
<td>Reward Prediction Error</td>
</tr>
<tr>
<td>THC</td>
<td>Δ-9-Tetrahydrocannabinol</td>
</tr>
<tr>
<td>VS</td>
<td>Ventral Striatum</td>
</tr>
<tr>
<td>VTA</td>
<td>Ventral Tegmental Area</td>
</tr>
<tr>
<td>SN</td>
<td>Substantia Nigra</td>
</tr>
</tbody>
</table>
1. General Introduction

1.1 Dopamine-dependent reward learning signals

The ability of animals to alter their decisions in response to a changing environment confers a fitness advantage over less adaptable competitors. The neural mechanisms underlying such behavioral flexibility have been debated for more than a century. Classic work from Wolfram Schultz has provided evidence that the dopaminergic neurons of the midbrain may function in providing a reinforcement-based learning signal to achieve this (Schultz et al., 1997). Schultz observed that dopamine neurons in ventral tegmental area (VTA) fired when a monkey received an unexpected reward. After repeated pairings of this reward with a conditioned stimulus, dopamine neuron firing shifted to the presentation of the reward-predicting cue rather than the reward itself. Finally, when the conditioned stimulus was presented but no reward delivered, there was a pause in firing. These observations led him and others to propose that dopamine neurons provided a reward prediction error (RPE) signal. When greater than expected reward is received, there is an increase in dopamine neuron firing and a positive RPE. A reward that is equal in magnitude to what it expected elicits no changes in firing and is therefore a neutral RPE. The omission of reward or a smaller than expected reward reduces firing and elicits a negative RPE. Current reinforcement learning theory proposes that this mechanism provides feedback as to the outcome of choices to update internal representations of values associated with these choices. However, changes in phasic dopamine levels may also trigger other mechanisms that influence decision-making.
1.2 Effects of drugs of abuse on dopamine transmission and prediction errors

All known drugs of abuse (including cocaine, amphetamine, and Δ-9-tetrahydrocannabinol) increase dopamine levels in the brain by various mechanisms. For example, cocaine binds to the dopamine transporter (DAT) and prevents transmitter reuptake (Ritz et al., 1987). Similarly, amphetamine (AMPH) increases extracellular dopamine concentration by reversing DAT function (Fleckenstein et al., 2007). Conversely, Δ-9-tetrahydrocannabinol (THC) binds to cannabinoid receptors expressed on inhibitory afferents to midbrain dopaminergic neurons and by presynaptically reducing inhibition on these cells, it serves to increase dopamine release (Sañudo-Peña et al., 1999).

These effects on dopamine lead us to hypothesize that on-board drugs of abuse can manipulate RPE and therefore affect decision-making. Specifically we hypothesize the increase in dopamine at the synaptic cleft from drug action will attenuate the normal dip in dopamine that serves as a negative reward prediction error. Without this negative reinforcement signal, rats will be more likely to exhibit reduced loss sensitivity on reward-based decision-making tasks.

To assess reward-based choice behavior, the Gruber lab utilizes an uncued competitive binary choice task called Matching Pennies (MP). In this task rats initiate trials with a nosepoke into a central port, and then go to the left or right feeder to potentially receive a sucrose water reward. Loss sensitivity can be assayed by the prevalence of lose-shift responding, which is represented by rats on the current trial choosing not to return to the feeder that on the previous trial did not give a reward. Correspondingly, reduced loss sensitivity is represented by returning to a feeder which
did not provide a reward on the previous trial. (see Fig 1). Based on our hypothesis of drugs of abuse reducing loss sensitivity, we predict that rats with drug on-board will exhibit reduced lose-shift responding.

Figure 1. Matching Pennies schematic diagram and flow chart detailing a trial and lose-shift responding. (A) The operant chamber the task is performed in. (B) The sequence of events that encompass a trial in the MP task. (C) Schematic detailing an example of lose-shift responding.

Recent work from the Gruber lab has implicated the dorsolateral sub-region of striatum as being the locus of lose-shift responding. Lesions to dorsolateral striatum (DLS) reduced lose-shift responding in the MP task, suggesting that it plays a role in promoting choice shifts following undesirable choice outcomes. This idea is supported by its innervation from dopaminergic substantia nigra neurons (Haber et al., 2000; Joel and Weiner, 2000), which can transmit RPE signals. The other sub-regions of striatum also receive afferent projections from dopamine neurons. Specifically, VTA dopamine neurons project to the dorsomedial and ventral sub-regions of striatum (Joel and Weiner, 2000). Although the boundaries of these sub-regions are more akin to gradients than distinct lines (Voorn et al., 2004), each sub-region has been assigned functionally segregated roles in decision-making.
Figure 2: Coronal section of rat brain detailing striatal sub-regions.

Dorsomedial striatum (DMS) has been proposed to play a role in ‘goal directed’ decision-making (Yin et al., 2005b). Ventral striatum (VS) appears to modulate response vigor (Caul and Brindle, 2001) and the motivation to engage or disengage in tasks, as determined by the expected value of return (Nicola, 2010). Finally, dorsolateral striatum (DLS) is proposed to learn stimulus-response associations that can form ‘habits’. This is distinct from forming associations with outcome values, and is consistent with studies showing that rats with lesions to this region are insensitive to outcome devaluation (Yin et al., 2004). While these segregated roles have formed the predominant view of striatal influences on decision-making, there is a growing body of research that suggests these assigned roles are incomplete. For example, restoring dopaminergic function to DLS in dopamine-deficient mice increases performance on instrumental tasks, conditional discrimination, and other ‘goal-directed’ cognitive behaviors (Darvas and Palmiter, 2009). Furthermore, rats with DLS lesions (and presumably greater DMS control over
behavior) have been found to utilize egocentric navigation, which would normally be attributed to DLS (Chang and Gold, 2004). A final example is DLS being involved in the reward-sensitive, short timescale, lose-shift responding, which is in direct opposition to the idea that the region is the slow-learning, reward-insensitive, ‘habit’ system. These findings would not be expected by predominant theory and suggests our knowledge of striatal influence on decision-making is incomplete.

1.3 Drug sensitization, synaptic plasticity, and decision-making

Repeated drug administration causes well-documented changes in the morphology of the medium spiny neuron (MSN), which is the predominant cell type in striatum (Tepper and Bolam, 2004). AMPH sensitization increases dendritic spine density, branching, and length in VS (Robinson and Kolb, 1997), as does cocaine (Robinson and Kolb, 1999). Furthermore, methamphetamine sensitization causes increased spine density in DLS and VS, while decreasing spine density in DMS (Jedynak et al., 2007).

These plastic changes have been proposed to facilitate the progression of addiction by increasing the relative behavioral control of DLS over other sub-regions (Willuhn et al., 2012; Everitt and Robbins, 2013), leading to habitual drug use without regard for potential negative consequences. The idea of competing behavior systems in striatum is illustrated by a study demonstrating that lesions of the ‘goal-directed’ DMS (which presumably increase behavioral control by the intact DLS) leave animals insensitive to reward devaluation, as they have become habitual responders to a stimulus (Yin et al., 2005b). An analogous process may occur in addiction with drug-induced plastic changes promoting drug use as a habit rather than something that is desired.
Given the well-documented plastic changes in striatum from drug sensitization, we hypothesize that DLS will have relatively greater control over behavior in our MP task in sensitized animals. We predict this will manifest as increased lose-shift responding during the task. In contrast to this, we expect that acute administration of AMPH and THC will reduce lose-shift responding by attenuating the negative prediction error normally associated with losses. (see Chapter 5. General Discussion for a direct comparison of the behavioral effects of AMPH and THC).
2. Opposing effects of acute and chronic d-amphetamine on decision-making in rats

Abstract:

Amphetamine and other drugs of abuse have both short-term and long-lasting effects on brain function, and drug sensitization paradigms often result in chronic impairments in decision-making. Here we show that acute amphetamine administration temporarily renders rats less sensitive to reward omission, as revealed by a decrease in lose-shift responding during a binary choice task. Intracerebral infusions of amphetamine into VS did not affect lose-shift responding but did increase impulsive behavior in which rats chose to check both reward feeders before beginning the next trial. In contrast to acute systemic and intracerebral infusions, sensitization through repeated exposure induced long-lasting increased sensitivity to reward omission. These treatments did not affect choices on trials following reward delivery (i.e. win-stay responding), and sensitization increased dendritic spine density in dorsolateral striatum. The dichotomous effects of amphetamine on short-term and long-term loss sensitivity, and the null effect on win-stay responding, are consistent with a shift of behavioral control to DLS after drug sensitization. These data provide a new demonstration of such a shift in a novel task unrelated to drug administration, and suggests that the dominance of sensorimotor control persists over many hundreds of trials after sensitization.
2.1 Introduction

Animals learn from reinforcement by a neural mechanism thought to involve dopamine. Dopaminergic neurons in the midbrain code for a reward prediction error signal by increasing firing rate when an unexpectedly good reward is presented, and decrease firing when a smaller than expected reward or the omission of a reward occurs (Schultz et al., 1997; Fiorillo et al., 2003; Roesch et al., 2007). This error signal is the basis for many models describing how humans and animals can use trial-and-error learning to make beneficial decisions in novel environments or tasks (Montague et al., 1996; Frank et al., 2004; Pessiglione et al., 2006).

Dopamine neurons densely innervate striatum, a structure strongly implicated in reinforcement-based learning (O'Doherty et al., 2006; Frank et al., 2007; Johnson et al., 2007; Ito and Doya, 2009; Kimchi and Laubach, 2009). The rodent striatum is often conceptually divided into ventral, dorsomedial, and dorsolateral sub-regions, which are thought to be homologous to nucleus accumbens, caudate, and putamen in primates (Balleine and O'Doherty, 2010). It has been suggested that these sub-regions are components of parallel circuits between the cortex, basal ganglia, and thalamus (Alexander et al., 1986; Haber, 2003; Voorn et al., 2004). These circuits appear to have distinct information processing capabilities and can interact to control decision-making. For instance, instrumental conditioning paradigms have suggested that DMS encodes action-association outcomes (Yin et al., 2005a) that allow it to form mental models of its environment (Daw et al., 2005). In contrast, DLS appears to encode stimulus-response associations that are built up over repetition without such models (Packard and McGaugh, 1996; Jog et al., 1999; Featherstone and McDonald, 2004) and are insensitive to altered...
reward contingencies such as devaluation (Yin et al., 2004). These are generally conceptualized as habits that are engaged reflexively (Jog et al., 1999).

We recently discovered that DLS mediates so-called lose-shift (or lose-switch) responding, wherein animals tend to shift responses to an alternate option following reward omission (Skelin et al., 2014). This is important for two reasons: this strategy may influence behavioral flexibility, particularly after reward contingencies change; and it is a new behavioral barometer of the prevalence of DLS-mediated control of choice. DLS thus influences behavioral flexibility in normal and drug-induced states by affecting animals’ responses after reward omission by promoting lose-shift responding. Acute (on board) amphetamine increases extracellular dopamine, norepinephrine, and other monoamines, particularly in the uptake-transporter rich striatum (Pontieri et al., 1995; Heien et al., 2005). We hypothesized that acute amphetamine (AMPH) would decrease lose-shift by attenuating the negative RPE signal associated with a loss. On the other hand, sensitization has been posited to shift the control of behavior to DLS (Everitt and Robbins, 2005; 2013; Lucantonio et al., 2014). This would lead to the dominance of DLS-driven responses in behavioral control. As such, we expect an increase in lose-shift responding following AMPH sensitization. This shift of control to sensorimotor systems may correspond with the increase in the dendritic spine density in DLS, and decreases in DMS and orbitofrontal cortex (OFC), induced by sensitization (Crombag et al., 2005; Jedynak et al., 2007). Our findings support these hypotheses, and highlight lose-shift responding as a novel measure of DLS function in models of addiction.
2.2 Methods

2.2.1 Subjects

Subjects were 32 adult male Long-Evans rats (Charles River, Quebec) weighing 250-350 g. Animals were pair-housed in a climate-controlled vivarium under a 12:12 hour light:dark cycle (lights on 7:30 a.m.). Animals were given access to water for one hour on behavioral testing days, but otherwise had ad libitum access to food and water. All procedures were approved by the University of Lethbridge Animal Welfare Committee, following the guidelines of the Canadian Council on Animal Care.

2.2.2 Apparatus and choice task

Behavioral testing was performed in aluminum operant chambers (26 x 26 cm) containing two cue lights and a central port flanked by two sucrose water delivery feeders (see Skelin et al. (2014) for details). The central port and sucrose water delivery feeders contained infrared sensors to detect entry and exit. For behavioral testing, animals were placed in the operant chamber for one hour sessions. Control of the task was automated by an Arduino Mega microcontroller (Arduino, Italy) receiving commands via custom software on a computer. Illumination of the cue lights indicated the beginning of a new trial, signaling the animal to nose-poke in the central port. A tone (6 kHz; 150 ms duration) then prompted the animal to select one of the two sucrose delivery feeders. If the correct feeder was chosen, a reward (60 µL of 10% sucrose solution) was delivered after a 500 ms delay. If the incorrect feeder was chosen no sucrose was delivered. Once a feeder was chosen, or if no feeder was chosen in the 15 s following a nose-poke, the trial ended and the animal had to return to the central port to initiate a new trial.
In the first session of behavior shaping, animals were rewarded upon every feeder entry following a nose-poke in the central port to train them to perform the nose-poke and feeder entry sequence. In the second session, the probability of reward was 50% for each feeder entry following a nose-poke to teach them that not all valid responses lead to reinforcement. In all subsequent sessions, reinforcement was controlled by an algorithm that attempted to minimize the number of rewards given to the animal by predicting which feeder it would select. This was done by examining the choices and reinforcements from the previous four trials (Lee et al., 2004). If either feeder was selected at a greater than chance rate (probability > 0.5 with the binomial test, P < 0.05), it would be unrewarded for the upcoming trial. The task thus implements a two-player competitive choice task, which is sometimes called ‘Matching Pennies’. Over consecutive days of training, two small (4.0 cm), medium (8.5 cm), or long (13.5 cm) parallel barriers were added to the operant chamber to separate the central nose-poke port and the feeders. This introduced a choice cost by forcing animals to navigate around it and also reduced feeder bias from body orientation by promoting posture that was orthogonal to the wall in which the port and feeders were mounted. Rats were trained until they completed two consecutive sessions of at least 150 trials with the long barriers. This criterion was met by training session 13 for all rats in the study. All subsequent training and testing sessions were run with the long barriers.

2.2.3 Drug preparation and injections

For Experiments 1 and 2, d-amphetamine hemisulfate (Sigma-Aldrich, Ontario) was dissolved in 0.9% sterile saline at three different concentrations so that animals received approximately the same injection volume across dosages. AMPH solution was
delivered by intraperitoneal (IP) injection at one of three dosages (0.5mg/kg, 1.0mg/kg, or 1.5mg/kg) for Experiment 1, and an escalating dose (1.0mkkg, 2.0mg/kg, and 2.0mg/kg twice per day) was given in Experiment 2. Injection sites were rotated and alternated sides to minimize irritation. For Experiment 3, AMPH (0, 20, and 40 µg/µl) was made in the same manner as the previous experiments using Phosphate-Buffered Saline (PBS) rather than sterile saline, and was infused into DLS or VS.

2.2.4 Experiment 1: Acute effects of AMPH on the MP task

After initial shaping, animals were randomly divided into four groups of four to receive acute AMPH in a counterbalanced block design. Injections were administered 15 minutes prior to testing on the behavioral task over a period of 8 days using the following schedule: saline, injection 1, no injection, injection 2, no injection, injection 3, no injection, and injection 4. The initial saline injection was to habituate animals to the procedure and was not used for analysis. Injection days consisted of one of the three AMPH dosages or vehicle (saline). The order in which the drug dosages were administered on injection days was counterbalanced across subjects.

2.2.5 Experiment 2: Effects of AMPH sensitization on the MP task

Thirty days after the conclusion of the acute AMPH experiment, animals were divided into amphetamine (n = 8) and control (n = 8) groups and subjected to three weeks (five days on, two days off) of intraperitoneal injections of AMPH. The drug schedule followed an escalating dose (week 1: 1mg/kg once a day; week 2: 2mg/kg once a day; week 3: 2mg/kg twice a day) similar to previous studies (Robinson and Kolb, 1997).
After a ten day drug abstinence period, animals received three retraining days followed by three days of behavioral testing with the competitive mode (one session per day).

2.2.6 Experiment 3: Effects of AMPH infusion into DLS and VS on the MP task

2.2.6.1 Surgery

A separate cohort of rats were divided into DLS (n=8) or VS (n=8) groups for bilateral cannulae implantation. Animals were first given subcutaneous injections (0.05mg/kg) of Buprenorphine (Alstoe Ltd., UK) 30 minutes before making the first incision, and were anesthetized using 4% isoflurane gas (Benson Medical Industries Inc., Ontario) in oxygen flowing at 1.0 L/min. Surgical plane was maintained using 2% isoflurane throughout the surgery. Two burr holes were drilled into the skull for the bilateral implantation of 8 mm 23-gauge stainless steel guide cannulae (Plastics One, VA) into either DLS or VS at the following coordinates from bregma [in mm (AP, ML, DV)]: DLS (0.9, 3.6, -4.3); VS (1.56, 2.8, -7.2), with VS cannulae angled 10 degrees toward the midline to avoid hitting the central sinus. Three anchoring screws were inserted into the skull, and the cannulae were held in place using dental acrylic. The guide cannulae were occluded using an 8mm 30-gauge infusion dummy cannula that fit flush with the guide cannula. Following surgery, rats were given subcutaneous injections (0.02mg/kg) of meloxicam (Boehringer Ingelheim, Germany) and monitored for 24 hrs before returning them to their home cages. The animals recovered in their home cages (pair housed) for one week before resuming training.
2.2.6.2 Behavior testing

Rats had three post-surgery re-training days on the task before infusions began. Fifteen minutes before behavioral testing, rats were gently restrained as the dummy cannulae were removed and the infusion internal cannulae were inserted. A total of 0.5 µl of AMPH solution (20, and 40 µg/µl) or PBS was infused into each site at 0.30 µl/min with an infusion pump (Harvard Apparatus, Massachusetts). The internal infusion cannulae were left in place for three minutes post-infusion to allow for diffusion of drug. All rats were infused with saline on the first day of testing to habituate them to the infusion procedure and to clear any clogs in the guide cannulae. These days were not used for analysis. Each animal received the two doses of AMPH and PBS on three separate testing days in a counterbalanced block design with testing on infusion days alternating with non-infusion days (as in Experiment 1).

2.2.6.3 Histology

Upon completion of behavioral testing, the animals received lethal injections of sodium pentobarbital (100 mg/kg IP) and were perfused with PBS and 4% paraformaldehyde (PFA). The brains were post-fixed for 24 hours in 4% PFA and then cryoprotected in 30% sucrose in PBS solution with sodium azide (0.02%). Brains were then sectioned in the coronal plane at 40 µm thickness using a SM2010R freezing microtome (Leica, Germany). Every fourth section of striatum was wet-mounted on glass microscope slides and labeled with cresyl violet. Sections were photographed using a NanoZoomer (Hamamatsu, Japan).
2.2.7 Behavior analysis

Data were analyzed using Matlab version 2013a (Mathworks, Massachusetts) and Graphpad Prism version 6 (Graphpad, California). Rats sampled both reward feeders on some trials, a phenomenon we refer to here as impulsive feeder approach (IFA). We omitted the subsequent trials from analysis of lose-shift and win-stay probabilities in order to minimize potential confounds introduced by visiting both feeders. For Experiment 1 (Acute AMPH), we examined several features of responding including: lose-shift, win-stay, reaction time, number of trials, response entropy, and IFA using one-way repeated measures Analysis of Variance (ANOVA) tests. Lose-shift responding is a measure of loss sensitivity wherein animals chose to shift feeder choice from that of the previous trial if they failed to receive reinforcement on that trial. Win-stay is the re-selection of the feeder that provided a reward on the previous trial. Response entropy is a measure of the randomness of an animal’s choice sequence (Skelin et al., 2014). Impulsive feeder approach is the out of trial sampling of feeders for reward. Unpaired t-tests were used to test differences of group-averaged means (sensitized vs. non-sensitized) in Experiment 2. Two-way mixed-model repeated measures ANOVAs were used to analyze the effect of drug dose and intracerebral infusion (Experiment 3).

2.2.8 Tissue/diolistic bullet preparation and diolistic labeling

DiI (1,1'-Dioctadecyl-3,3',3'-Tetramethylindocarbocyanine perchlorate)-coated microbeads were created using methods described previously (Seabold et al., 2010). Briefly, 1.3 µm tungsten microbeads (Bio-Rad, California) were coated in lipophilic DiI and dried on the inside of plastic tubing (Saint-Gobain, France). Once dry, tubing was cut
into 13mm ‘bullets’ that were attached to the nozzle of a home-made ‘gene gun’ comprised of a solenoid valve that was electronically briefly opened to allow compressed air to pass through. We used a bolus (50 ms valve opening) of compressed air (60 psi) to expel the beads into tissue at a distance of 8 cm. Each section of tissue was labeled once to prevent overlabeling. Tissue was prepared following behavior testing by transcardial perfusion of 150ml of PBS, followed by 150ml 4% PFA. Brains were then post-fixed for two hours at room temperature in 4% PFA. Striatal sections were cut at 200 µm using a Leica VT1000 S vibratome after stabilizing the brain with an agarose block to improve cutting quality. Sections were individually placed in separate chambers of a 24 well plate and minimally submerged under PBS to keep them moist. The PBS was removed by pipette prior to diolistic labeling and then immediately covered with PBS after labeling. Sections were then washed three times in PBS and incubated overnight in the dark, while shaking gently at room temperature. The sections were then fixed again with 4% PFA for 2 hours, washed with PBS 3 times, and mounted and coverslipped using Vectashield with Dapi (Vector Labs, California).

2.2.9 Confocal imaging and dendritic spine density analysis of DiI-impregnated tissue sections

A Nikon TE2000-U confocal microscope was used to image labeled tissue sections. DiI was excited at 543nm using a Helium-Neon laser (Reo Inc., CO). Striatal MSNs were first identified at low magnification, and sections of dendrite from that neuron were imaged using a 60x water-immersion lens (Plan-Apo, Nikon, NA = 1.2, WD = 270 µm) with an optical zoom of 4.5. Distinct image stacks of dendrites were taken as distal as possible from the cell body, with sequential stacks moving closer to the soma up
to but not passing the first branch point. Only dendrites that were clearly connected to cell somas and were distinct from other dendrites were imaged for analysis. Confocal stacks were taken with a frame size of 512x512 pixels, a 0.15µm step size in the z plane up to 250 steps, and each individual step was averaged over three images to reduce background noise. Image stacks were then deconvolved using the adaptive 3-D blind deconvolution feature in AutoQuant X version 3.02 (Media Cybernetics, Maryland), similar to the procedure by Jung et al. (2013). These image stacks were then loaded into Imaris version 7.6.5 (Bitplane, Connecticut) for semi-automated dendritic spine analysis.

Spine density analysis was done using similar methods to those described previously (Shen et al., 2008; Shen et al., 2009). Briefly, the Surpass module of Imaris was used to reconstruct a three-dimensional image. Dendritic spine maximum length and diameter were then measured using the Slice module. In the Filament module, dendrites were manually traced and the dendrite diameter manually adjusted to match that of the image stack template. Spines were then modeled using the spine detection wizard using spine seed point diameter and spine maximum length as previously measured.

2.3 Results

2.3.1 Experiment 1 (acute effects of AMPH on the MP task)

We trained 16 rats to perform a binary choice task with no explicit cues as to the reward outcome at either of two feeders (see Methods). Although random feeder selection from trial to trial is the optimal policy on this task, we previously found that rats persistently used a lose-shift strategy (Skelin et al., 2014). We first tested how acute administration of AMPH affects choice behavior on the task (see Fig. 1). Reaction time significantly decreased (F (3,45)=7.63, p<0.01; Fig 1.A) in a dose-dependent manner with
increasing AMPH, consistent with previous reports of motoric increases by this drug (Wilkinson et al., 1993). However, AMPH did not significantly increase the number of trials per session (F (3,45)=1.61, p=0.21). We found that rats intermittently sampled both reward feeders during the inter-trial interval, and this was increased by AMPH (F (3,45)=11.5, p< 0.001; Fig 1.B). This sampling of both feeders may affect choice. We therefore limited the analysis of reinforcement on choice to trials with intertrial intervals of less than 5 seconds, which eliminates the potential effect of sampling both feeders and other behaviors (e.g. grooming) that may disengage animals from the task and/or interfere with the representation of reinforcement information between trials. Lose-shift responding significantly decreased in a dose-dependent manner (F (3,45)=6.44, p<0.01; Fig 1.C). No effect of AMPH was found on the probability of win-stay responding (F (3,45)=2.01, p=0.15; Fig 1.D). Lastly, AMPH did not affect response entropy (F (3,45)=2.16, p=0.13), suggesting that it is the sensitivity of choice on reinforcement that is affected by the drug rather than an overall change in response pattern.
Figure 3. Effects of acute AMPH administration on behavioral measures. (A) Group-averaged reaction time, showing dose-dependent motoric speeding. (B) Probability that animals sampled both reward feeders between trials, which was increased by AMPH. (C) Probability of lose-shift responding, which was decreased by AMPH. (D) Probability of win-stay responding was not affected by AMPH. A significant main effect of drug dose by ANOVA is indicated by ‘†’, and asterisks above individual columns indicates group means that were significantly different from the control (Saline) mean according to Dunnett's post hoc test with $\alpha = 0.05$.

2.3.2 Experiment 2 (Effects of AMPH sensitization on the MP task)

We next investigated if sensitization by repeated AMPH administration affects choice behavior in the choice task. The rats from Experiment 1 were divided into two groups. One group (n=8) received escalating daily injections of AMPH over 3 weeks, and the other group (n=8) received vehicle injections (saline) following the same schedule. A 10-day abstinence period followed the end of the injection sequence, and the rats were then tested on the task. Responding by each rat was averaged over the three testing
sessions prior to computing means for the drug and control groups, and the significance of the difference of these group means was compared using unpaired t-tests. No effect was seen on the number of trials per session (t (14)=0.024, p=0.49) or reaction times (t (14)=0.529, p=0.30; Fig 1.A) in the groups. Unlike acute AMPH, sensitization had no significant effect (t (14)=1.51, p=0.15; Fig 1.B) on impulsive feeder approach between AMPH-sensitized and Saline groups, although a trend of increased sampling exists across all three days of testing. In contrast to acute drug, amphetamine sensitization significantly increased lose-shift responding (t (14)=2.59, p=0.02; Fig 1.C) between AMPH-sensitized and Saline groups. Similar to acute AMPH administration, no effect was found on win-stay (t (14)=0.177, p=0.86; Fig 1.D) or response entropy (t (14)=1.147, p=0.14).

Figure 4. Effects of AMPH sensitization on behavioral measures. (A) Sensitization had no significant effect on reaction time. (B) Impulsive feeder approach was unaffected by sensitization. (C) AMPH sensitization increased the probability of lose-shift responding. (D) Win-stay was not affected by drug sensitization. Significant differences (p<0.05) between groups are denoted by asterisks.
2.3.3 Dendritic spine density analysis

We next sought to test if the AMPH sensitization increased dendritic spine density in dorsolateral striatum. We used ‘diolistic’ labeling to impregnate neural membranes with a fluorescent lipophilic dye (DiI), and used confocal imaging to then obtain a 3-dimensional stack of the fluorescent neuron. Twenty-nine neurons from ten animals (5 control; 5 sensitized) used in Experiments 1 and 2 were analyzed by an experimenter without knowledge of the experimental conditions. When multiple neurons or dendrites were analyzed from the same animal, they were averaged to get a single spine density measure for each animal. Analysis showed that the AMPH-sensitized animals had significantly greater spine density in DLS (t (8)=4.932, p=0.001; Fig 3.E).
Figure 5. Spine density quantification in DLS. (A) Representative sample of a deconvolved and reconstructed confocal image stack. (B) Enlarged section of panel A. (C) Morphological model of the dendrite in panel A. (D) Enlarged model corresponding to panel B. (E) Group averaged spine density, showing significantly more spines in the dorsolateral striatum of AMPH-sensitized animals. Significant differences between groups are denoted by asterisks.

2.3.4 Experiment 3: Acute effects of AMPH intracerebral infusion on the MP task

We have shown here that distinct behaviors are affected differently by systemic AMPH administration; specifically lose-shift responding decreased whereas the approach to both feeders increased. We next sought to determine if these dissociated behavioral effects of systemic AMPH derive from the action of the drug in distinct regions of striatum. To investigate the possible involvement of distinct behavioral effects of AMPH in VS versus DLS in the task, we trained 16 animals on the task and then bilaterally implanted infusion cannulae into the VS (n=8) or DLS (n=8) to deliver drug directly into these target regions (Fig 4.A/B). We infused either saline, low dose AMPH (20µg/µl), or high dose AMPH (40µg/µl) 15 minutes before testing in a counterbalanced block design. There was no effect of drug (F (2, 28) = 1.246, p=0.30) or brain region (F (1, 14) = 4.182, p=0.06) on reaction time (Fig 4.C), although brain region approached significance. However, there was a significant increase in the number of trials with drug (F (2, 28) = 8.467, p<0.01), while brain region had no effect (F (1, 14) = 0.02333, p=0.88). There was also a significant effect of drug (F (2, 28) = 3.708, p=0.04, and brain region (F (1, 14) = 11.31, p<0.005) on impulsive feeder approach (Fig 4.D), with the drug increasing this behavior in VS but not DLS. Lose-shift responding (Fig 4.E) was not significantly affected by drug dose (F (2, 28) = 1.495, p=0.24) or brain region (F (1, 14) = 0.6912,
p=0.42). There was also no main effect of drug (F (2, 28) = 1.002, p=0.38) or brain region (F (1, 14) = 3.774, p=0.07) on win-stay responding (Fig 4.F), although brain region had a strong trend such that win-stay decreased with increasing AMPH in VS but not DLS. This is consistent with the trend of decreasing win-stay with acute systemic administration.

Finally, response entropy was not significantly affected by drug dose (F (2,28) = 1.69, p=0.70) or brain region (F (1,14) = 0.02, p=0.89).
Figure 6. Histology and behavioral effects of AMPH infusion into DLS or VS. Schematic diagram and microphotography of coronal sections showing the area of microinfusion site in (A) VS and (B) DLS. Cannulae were placed bilaterally. The black circles represent approximate infusion site in each animal. (C) Infusion had no significant effects on reaction time. (D) Drug dose and brain region had significant main effects on the probability that animals sampled both reward feeders between trials. (E) Probability of lose-shift responding, which was unaffected by AMPH. (F) The probability of win-stay responding was not affected by AMPH. A significant main effect of drug dose is indicated by ‘†’, while a significant main effect of brain region is indicated by ‘#’. Asterisks above individual columns indicates group means that were significantly different from their control (saline) mean according to Dunnett’s post hoc test with \( \alpha = 0.05 \).

Table 1. Group averages of number of trials per session and response entropy for AMPH experiments. Standard deviation indicated in brackets.

<table>
<thead>
<tr>
<th></th>
<th>Acute Amphetamine</th>
<th>Sensitization</th>
<th>Infusions</th>
<th>VS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Saline</td>
<td>PBS</td>
<td>DLS 20pg/ml</td>
<td>PBS 40pg/ml</td>
</tr>
<tr>
<td>Number of Trials/Session</td>
<td>410.6(62.5) 422.4(66.3) 448.7(48.9) 422.9(61.0) 289.9(30.6) 285.5(53.9) 307.4(63.1) 337.6(60.9) 356.5(61.9) 311.4(45.3) 308.1(49.9) 392.6(40.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response Entropy (bits)</td>
<td>3.843(0.03) 3.873(0.05) 3.865(0.06) 3.897(0.08) 3.415(0.05) 3.750(0.11) 3.836(0.06) 3.798(0.13) 3.854(0.04) 3.856(0.07) 3.854(0.06) 3.798(0.16)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.4 Discussion

The goal of this study was to exploit lose-shift responding and impulsive feeder approach as novel behavioral assays to test hypotheses about the effects of acute and repeated psychostimulant administration on reinforcement-driven choice adaptation. We found that acute AMPH decreased lose-shift responding rates in a dose-dependent manner, whereas sensitization increased lose-shift responding rates. The former finding suggests that lose-shift responding involves dopamine or other neuromodulators affected by AMPH, and the latter suggests that the brain mechanisms supporting lose-shift become more dominant in the control of behavior after sensitization. Because we have previously shown that lose-shift responding is disrupted most profoundly by lesions of DLS (Skelin et al., 2014), our data provides novel support for the theory that models of drug abuse cause a shift of behavioral control to the sensorimotor systems involving DLS (Everitt
and Robbins, 2013). We also found here that the propensity of rats to sample both feeders between trials (IFA) was increased by acute systemic AMPH, or by infusions directly into VS but not DLS. These data suggest that lose-shift responding and IFA involve dissociated striatal circuits that are differently affected by AMPH. Lastly, win-stay responding was not significantly affected by any drug manipulations here, but did show a trend of decreasing with AMPH in VS. This could be a third dissociated behavior, but the present evidence is weak due to the possibility of a false negative.

On-board AMPH has multifaceted effects in the brain and increases extracellular dopamine by reversing DAT function (Fleckenstein et al., 2007) and serves as a substrate for dopamine exchange with the vesicular monoamine transporter (Eiden and Weihe, 2011). This supraphysiological dopamine release is believed to attenuate the effect of pauses in dopamine neuron firing triggered by worse-than-expected outcomes, such as reward omission in the present task (Schultz, 1998; Nakahara et al., 2004; Pan et al., 2005). The reduction of lose-shift responding by systemic AMPH is consistent with the notion that low dopamine states promote response shifts. Acute injections of systemic AMPH also impair reward-based decision-making in other tasks, such as a modified rat Iowa Gambling Task (Zeeb et al., 2009) and reversal learning task (Idris et al., 2005). These results may also be explained by reduced sensitivity to poor reward outcomes and/or impaired lose-shift responding. Our previous findings that lose-shift depends most strongly on DLS suggest that it is the dopamine neurons from substantia nigra, which selectively innervate DLS (Haber et al., 2000; Joel and Weiner, 2000), that are involved in triggering lose-shift. Indeed, recent work has shown a similar functional role of dopamine neurons in substantia nigra and ventral tegmental area (Ilango et al., 2014).
However, local infusion of AMPH into DLS through a single cannula in each hemisphere did not significantly decrease lose-shift. We speculate that this could be a false negative due to a limited spatial extent of drug infusion, effects of motoric speeding, or other confound. In further support of this idea, we have published an abstract reporting that infusion of an agonist for D2-type dopamine receptors through two bilateral cannulae in DLS, but not in DMS, reduces lose-shift responding (Thapa et al., 2014). Thus, we suggest the infusion data here are not strong evidence against a role of DLS in lose-shift responding.

We also cannot rule out the involvement of other neurotransmitters. Amphetamine facilitates the release of all catecholamines and serotonin (Sulzer et al., 2005), presenting a confound. For example, high doses of the selective serotonin re-uptake inhibitor citalopram reduces loss sensitivity on a reversal learning task (Bari et al., 2010). Inhibition of norepinephrine reuptake also decreases the number of trials needed to reverse choice discrimination during reversal learning in rats and monkeys (Seu et al., 2009). To properly determine whether other neurotransmitter systems play a role in our task it will be necessary to use more selective manipulations in future experiments.

In contrast to the reduced lose-shift responding induced by acute AMPH, a sensitization regime increased lose-shift responding. The most likely explanation derives from previous proposals that such sensitization causes a shift in behavioral control towards DLS (Willuhn et al., 2012; Everitt and Robbins, 2013), which is supported by electrophysiological data (Thorn et al., 2010). Here we used sensitization as a simple model of addiction, and test how this affects decisions in a non-drug context. Our results suggest that decision-making in general is shifted to DLS control. Physiologically, this
transition of control may be produced by plastic changes in striatum. Psychostimulant drugs exert strong effects on plasticity in the brain (Robinson and Kolb, 2004). Amphetamine sensitization *increases* dendritic spine density, dendrite length, and branching in VS, medial prefrontal cortex (Robinson and Kolb, 1997; 1999), and DLS (Jedynak et al., 2007), while it *decreases* spine density in DMS (Jedynak et al., 2007). Consistent with this, we find greatly increased DLS spine density in amphetamine-sensitized rats. It is worth noting that our calculated spine density is lower than other reported values. This may be due our use of 4% PFA rather than 1.5% PFA; as higher fixative concentration has been proposed to cause underlabeling (Staffend and Meisel, 2011). The greater spine density in DLS and VS as compared to DMS may thus lead to a shift in behavioral control to these structures. Indeed, lesions of DMS produce deficits in reversal learning (Clarke et al., 2008; Castañé et al., 2010) and set shifting (Lindgren et al., 2013), tasks that are also impaired by psychostimulant sensitization (Jentsch et al., 2002; Schoenbaum et al., 2004; Featherstone et al., 2008).

We argue that our task is also sensitive to VS-driven behavioral control, as represented by impulsive feeder approach. Acute AMPH had a strong dose-dependent effect on the propensity of animals to sample both feeders between trials, and a similar trend (although not significant) was present during every day of testing after sensitization. Furthermore, infusions of AMPH into VS (but not DLS) also caused significant increases in impulsive feeder approach. Such IFA was never reinforced at any time during shaping or training, and so it would be expected to extinguish over training according to reinforcement learning theory. To explain its persistence, we propose that impulsive feeder approach is a behavior wherein an animal approaches areas where reward is
delivered, but does not take into account task-related responses necessary to be rewarded. This may be related to goal tracking in Pavlovian approach, which also increases with acute AMPH (Holden and Peoples, 2010). Goal tracking is a conditioned stimulus-response action wherein an animal approaches areas or objects associated with goals, which in our task is represented by the sucrose water dispensing feeders. However, this reflexive behavior ignores the behavior sequence that is required in the task and will therefore not be rewarded. The role of VS in Pavlovian approach has been well established, with lesions of VS core impairing performance on conditioned stimulus-based autoshaping tasks both during and after training (Cardinal et al., 2002). Furthermore, experimental lesions of dopaminergic input to VS causes severe impairments in Pavlovian approach tasks (Parkinson et al., 2002), suggesting that dopamine is necessary for the expression of this behavior. Therefore, increased monoaminergic tone in the VS by on-board AMPH may increase the expression of this behavior. Moreover, the increased spine density following sensitization may thus lead to an increased prevalence of VS-mediated control of behavior, which would be expressed as increased impulsive feeder approach in our task.

Some of the behavioral and neurochemical changes resulting from AMPH sensitization are similar to those associated with schizophrenia, leading some to propose sensitization as a model of schizophrenia (Featherstone et al., 2007). If this is a valid model, we would predict a shift of control away from DMS (caudate in primates) and toward VS (nucleus accumbens) and DLS (putamen) to be associated with the pathology. We speculate that the disruption of neural signaling in the prefrontal cortex associated with schizophrenia in humans (Rolls et al., 2008) and in animal models of the illness
(Gruber et al., 2010; Niwa et al., 2010; Molina et al., 2014) could be a driving force for a similar shift. This idea is weakly supported by a recent study using resting-state functional magnetic resonance imaging, which demonstrated a correlation between increased activity in dorsal or ventral striatum and increased positive or negative symptoms of schizophrenia (Sorg et al., 2013). We predict that such activity shifts would lead to increased lose-shift behavior and/or Pavlovian approach analogues in patients with schizophrenia.

Although lose-shift is a relatively simple behavior, it likely has consequences for behavioral flexibility in more complex tasks. For instance, increased lose-shift responding may promote apparent flexibility in tasks solvable by avoidance of particular actions after reinforcement contingency depreciation. The basis of lose-switch responding in the DLS, however, suggests that it is limited in solving complex or goal-directed problems as compared to other neural circuits (Daw et al., 2005; Balleine and O'Doherty, 2010; Gruber and McDonald, 2012). Lose-shift as well as impulsive feeder approach are both sub-optimal behaviors on the task that reduce the total amount of reward the animal can collect during a session; the former because it is predictable and can be exploited by the computer opponent, and the latter because the animal spends time engaging in an activity that is never reinforced. We suggest that the prevalence of these suboptimal behaviors indicates they are intrinsic, engaged reflexively in some circumstances, depend on dissociated striatal regions, and may be adaptive in some ethological contexts such as foraging.
2.5 Conclusion

We have demonstrated that acute injections of AMPH reduce lose-shift responding, whereas sensitization results in an increased lose-shift responding in the same task. The former could reflect attenuation of worse-than-expected signals by dopamine, whereas the latter may reflect a shift of behavioral control to DLS, as proposed to occur during drug addiction. We further discovered that the approach to multiple feeders is increased by acute AMPH delivered systemically or infused into VS, but not in DLS. We argue that these simple behavioral responses are reflexively expressed by dissociated striatal circuits, and both will influence cognitive flexibility in more complex tasks.
3. Acute Δ-9-tetrahydrocannabinol reduces loss sensitivity in a binary choice task while preserving global behavioral flexibility

Abstract:

The main psychoactive ingredient in marijuana is THC, which has potent effects on decision-making. Here we demonstrate that acute THC administration reduces sensitivity to reward omission in rats, as revealed by a decrease in lose-shift responding during a competitive binary choice task and in a multiple reversal learning paradigm. Other aspects of responding, such as motor output and measures of motivation, were unaffected. Because THC has been proposed to impair cognitive flexibility, we also analyzed choice perseveration and stereotyped patterns of responding in these tasks by quantifying the randomness of choice sequences. THC administration did not affect choice randomness of rats performing the competitive binary choice task, wherein random responding is optimal. In contrast, THC did reduce choice randomness and increase choice perseveration compared to controls in the multiple reversal learning paradigm; however these adaptations are beneficial in this task and should not be considered impairments. Furthermore, THC did not impair the ability of animals to shift response biases to track reversals of reward probabilities in the task. This null effect of THC on cognitive flexibility in the current task contrasts other reports; we speculate that the lack of sensory cues in the present task may contribute to this discordance. Together, these data suggest that THC will more strongly impair tasks in which rats utilize lose-shift strategies rather than other reinforcement-driven response adaptations.
3.1 Introduction

Marijuana and its main psychoactive ingredient THC, are one of the most commonly used illicit drugs in the world, with an estimated 13.1 million people exhibiting cannabis dependence as of 2010 (Degenhardt et al., 2013). With usage increasing in many countries (Hall and Degenhardt, 2007; Hasin et al., 2015) and various governments considering legalizing its use, there is a pressing need to more fully understand the effects of THC on decision-making and cognition. Previous studies indicate deficits in executive function, verbal and visual memory, and visuoperception following cannabis use in humans (Bolla et al., 2002). Rodent models have also indicated impaired working memory (Varvel et al., 2001; Fadda et al., 2004) and spatial memory (Lichtman and Martin, 1996) following THC administration. Furthermore, THC causes impairments in reversal learning in macaques (Wright et al., 2013), as well as reversal learning and intradimensional set shifting impairments in rats (Egerton et al., 2005; Sokolic et al., 2011). These findings support the proposal that THC impairs cognitive flexibility. Two brain regions involved in regulating cognitive flexibility are orbitofrontal cortex (OFC), and lateral prefrontal cortex (LPFC). Lesions of primate OFC impair reversal learning (Dias et al., 1996), while LPFC lesions selectively impair extradimensional set shifting (Dias et al., 1996). Comparable results are also found with rat OFC (Schoenbaum et al., 2002) and medial prefrontal cortex lesions (Birrell and Brown, 2000). The tasks used in these studies, as is common among those used to measure choice flexibility, likely recruit several learning and memory systems in order to maintain dynamic associations among specific cues, actions, and reinforcements so as to engage appropriate responses.
A common methodological feature among these reversal learning and set shifting tasks is that they utilize sudden and unexpected changes in reward contingencies to assess how animals adapt behaviour from trial-and-error experience. A physiological mechanism thought to be important for such reinforcement-driven response adaptation is the RPE signaling properties of midbrain dopamine neurons, wherein dopamine neuron firing briefly increases following unexpectedly good reinforcements (rewards), but decrease firing following unexpectedly poor reinforcements such as reward omission (Schultz et al., 1997; Fiorillo et al., 2003; Roesch et al., 2007). Drugs or diseases that affect dopamine transmission are therefore expected to impair normal reinforcement learning, which has been demonstrated in many species and tasks (Jentsch et al., 2002; Frank et al., 2004; Gradin et al., 2011; Wong et al., 2016).

Similar to other drugs of abuse, THC increases midbrain dopamine neuron firing (French et al., 1997) and increases dopamine concentration in VS shell (Tanda et al., 1997). THC acts as an agonist at Cannabinoid Receptor 1 (CB1), which is G_i coupled and acts as an inhibitory presynaptic regulator of neurotransmitter release (Svíženská et al., 2008). CB1 is located on inhibitory afferents to dopamine neurons (Sañudo-Peña et al., 1999), and so it is likely that that CB1 agonism reduces inhibition of dopamine neurons to increase their firing rate and transmitter release. The increased levels of dopamine evoked by THC via CB1 agonism are therefore expected to suppress the pause in dopamine neuron firing purportedly signaling a negative RPE following a loss (Schultz et al., 1997). An analogous process likely occurs with other dopamine-acting drugs. We recently showed that AMPH selectively attenuates the propensity of rats to switch choices after a reward omission, a phenomenon termed lose-shift responding (Wong et al., 2016). The
attenuation of this behavior has important implications in tasks that rely on reward omission to motivate changes in behavior. We hypothesized that the reported impaired cognitive flexibility by acute THC may also involve reduced lose-shift responding due to supraphysiological dopamine levels.

To test this hypothesis, we systemically injected rats with THC and analyzed specific features of reinforcement-driven response adaptation during two choice tasks. In particular, we sought to differentiate between effects on lose-shift responding and the more general cognitive flexibility needed to track reversals of asymmetric reward probabilities among binary response options. We found that systemic THC administration attenuated the propensity of rats to shift responses after reward omission, but did not impair their ability to flexibly reverse choice preference to track uncued changes in reward probability. These data suggest that acute CB1 agonism specifically reduces lose-shift responding while not affecting the flexibility needed for reversing choice preference based on reinforcements.

3.2 Methods

3.2.1 Subjects

Subjects were 21 adult Long-Evans rats (bred in-house) weighing 200-250 g. Animals were pair-housed in a climate-controlled vivarium under a 12:12 hour light:dark cycle (lights on 7:30 a.m.). Animals had restricted access to water (one hour) on behavioral testing days, but otherwise had ad libitum access to food and water. All procedures were approved by the University of Lethbridge Animal Welfare Committee, following the guidelines of the Canadian Council on Animal Care.
3.2.2 Behavior apparatus

Behavioral testing was performed in aluminum operant chambers as described previously (see Skelin et al. (2014)). Briefly, animals were placed in the operant chamber for one-hour sessions. Trials were self-paced, and initiated by the animal performing a nose-poke into the central port. Following 150ms of nose-poke entry, a tone (6 KHz) was presented to indicate satisfactory nose-poke, and the animal could then select one of the two adjacent sucrose delivery feeders. If the correct feeder was chosen, a reward (60 µL of 10% sucrose solution) was delivered after a 500ms delay. If the incorrect feeder was chosen, no sucrose was delivered, the house-light illuminated, and the two panel lights extinguished. The state of the lights then reverted (house->off; panel->on) after 200-400ms. This change in lighting served to indicate that reward was not forthcoming, and was of sufficiently short durations such that it terminated by the time the animals could return to the central poke port. This means there was no ‘time-out’ associated with reward omission. Once a feeder was chosen, or if no feeder was chosen in the 15s following a nose-poke, the trial ended and the animal had to return to the central port to initiate a new trial.

3.2.3 Task 1: Matching Pennies (MP) Task

All trials were rewarded and no barriers were present in the first training session to facilitate task acquisition. In the second training session, animals were rewarded on 50% of the trials regardless of feeder choice. In all subsequent sessions, reinforcement was controlled by an algorithm that attempted to minimize the number of rewards given to the animal by predicting which feeder it would select. This was done by examining the
choices and reinforcements from the previous four trials (Lee et al., 2004). If either feeder was selected at a greater than chance rate, it would be unrewarded for the upcoming trial. In doing so, the competitive mode implements the classic ‘Matching Pennies’ task. Parallel barriers positioned between the central port and feeder wells were added to introduce a choice cost and discourage feeder bias due to body position. Increasingly longer barriers (4.0, 8.5, 13.5 cm) were introduced during consecutive days of training. Rats were trained until they completed two consecutive sessions of at least 150 trials with the long barriers. All subsequent training and testing sessions were run with the long barriers.

3.2.4 Task 2: Probability Reversal (PR) Task

A second behavioral task was performed in the same operant chambers. Trial initiation was self-paced and began with a nose poke in the central port. A non-informative tone then prompted the animal to select a sucrose delivery feeder. Correct feeder choices were rewarded with sucrose solution after a 500ms delay. No reward was given for incorrect choices. In contrast to the MP task, the probability of receiving a reward at a particular feeder was fixed over blocks of 60 trials to either a high or low reward probability. Each consecutive block of trials in a session would reverse these feeder reward probabilities. For example, the left feeder would be the high reward probability side on trials 1-60, and would then reverse to become the low reward probability side for trials 61-121. Animals were trained on this task for six sessions, with the high/low reward probability increasing every two sessions from 0.6/0.4 to 0.7/0.3, and finally to 0.8/0.2.
3.2.5 Drug preparation and injections

For Experiment 1, THC (Cayman Chemicals, Ann Arbour: Michigan) was dissolved into a 1:1:1:16 solution of THC:ethanol:Cremaphor EL:sterile saline (0.9%). THC solution was delivered by IP injection at one of three dosages (0.5mg/kg, 1.0mg/kg, or 2.0mg/kg). For Experiment 2, animals were given IP injections of THC (2.0mg/kg) or vehicle. Injection sites were rotated and alternated sides to minimize irritation.

3.2.6 Experiment 1: Acute effects of THC on the MP task

After initial shaping (9 daily sessions), animals (n=11) were randomly divided into four groups to receive acute THC in a counterbalanced block design. Injections were administered 30 minutes prior to testing on the behavioral task over a period of 8 days using the following schedule: vehicle, injection 1, no injection, injection 2, no injection, injection 3, no injection, and injection 4. The initial vehicle injection was to habituate animals to the procedure and was not included in the analysis. Injection days consisted of one of the three THC dosages or vehicle.

3.2.7 Experiment 2: Acute effects of THC on PR task

After initial training, animals (n=10) were randomly divided into two groups (n=5, n=6) and received either THC or vehicle 30 minutes before testing in a counterbalanced design with reward probabilities for testing sessions set at 0.8/0.2. The injection schedule over days was as follows: vehicle, no injection, injection 1, no injection, injection 2. The initial injection of vehicle was to habituate animals to the process and was not included in the analysis.
3.2.8 Behavior analysis

Data were analyzed using Matlab version 2013a (Mathworks, Massachusetts) and Graphpad Prism version 6 (Graphpad, California), while SPSS version 21 (IBM, New York) was used to test sphericity. To minimize potential confounds, all trials in which the animal sampled both feeders on the previous trial (IFA) were omitted from the analysis of lose-shift and win-stay probabilities. For Experiment 1 (Acute effects of THC on the MP task), we examined several features of responding including: lose-shift, win-stay, reaction time, number of trials, response time, response entropy, intertrial interval, and impulsive feeder sampling. Statistical significance was determined by one-way repeated measures ANOVAs. The Greenhouse-Geisser correction has been applied to these calculations when the sphericity assumption was violated, as determined by Mauchly’s test of Sphericity ($\alpha=0.05$). Lose-shift responding is a measure of loss sensitivity wherein animals chose to shift feeder choice from that of the previous trial if they failed to receive reinforcement on that trial. Win-stay is the re-selection of the feeder on the current trial that provided a reward on the previous trial. Response entropy is a measure of the randomness of an animal’s choice sequence (Skelin et al., 2014), with higher values representing more unpredictable responses. This is determined by calculating the Shannon entropy (see 3.4 Discussion for more details) of the animal’s previous four trials (Miller, 1955). One animal was removed from Experiment 1 due to being an extreme outlier on most behavioural measures, as determined by Grubb’s test ($\alpha=0.05$). In Experiment 2 (Acute effects of THC on the PR Task), the same measures were analyzed using paired t tests because only one level of the drug was used. To quantify changes of behavior within each block of 60 trials, we collapsed across blocks and binned trials in
blocks of ten. This created six distinct epochs within the blocks. Two-way repeated measures ANOVAs were used to determine statistical significance of drug and bin number (experience) within blocks.

3.3 Results

3.3.1 Experiment 1 (Acute effects of THC on the MP task)

We trained 10 female Long-Evans rats to perform a competitive binary choice task, sometimes referred to as ‘Matching Pennies’ (see Methods). We first assessed the potential effects of THC on motivation and motor output. Drug had no effect on the number of trials performed in 1 hour sessions (F (3, 30)=1.21 p=0.32; Fig 2.A). Although not statistically significant, reaction time (F (3,30)=2.78, p=0.11; Fig 2.B) and response time (F (3,30)=2.628, p=0.07) tended to increase as drug dose increased. THC had no effect on the intertrial interval (F (3, 30)=1.65 p=0.22; Fig 2.C), or the number of anticipatory licks at the feeder (F (3, 30)=0.323 p=0.80). Together, these results suggest that THC had a minimal effect on motor output and motivation. Although random responding with insensitivity to loss and reward on the previous trial is the optimal strategy in this task, we previously discovered that rats persistently used a lose-shift and win-stay strategy (Skelin et al., 2014). We found here that systemic THC significantly decreased lose-shift responding in a dose-dependent manner (F (3, 30)=5.34 p=0.005; Fig 2.D), similar to the effect of systemic AMPH (Wong et al., 2016). Win-stay responding also significantly decreased with increasing THC dose (F (3,30)=3.52, p=0.03; Fig 2.E), while the tendency of animals to impulsively approach feeders without first committing a nose-poke was unaffected (F (3,30)=1.57, p=0.22). THC did not affect the randomness of choice as measured by the response entropy (F (3,30)=0.598, p=0.57; Fig 2.F), suggesting
that it is the sensitivity of choice on reinforcement that is affected by the drug rather than an overall change in response pattern. Furthermore, THC had no effect on the percentage of rewarded trials ($F (3,30)=1.34, p=0.28$), supporting the idea that drug caused no impairment on decision-making.

Figure 7. Effects of acute THC administration on behavioral measures in the MP task. (A) Drug had no effect on the number of trials performed. (B) Reaction time was unaffected by THC. (C) Intertrial interval time was also unaffected by THC. (D) Probability of lose-shift responding decreased in a dose-dependent manner. (E) Probability of win-stay responding, which was also reduced in a dose-dependent manner. (F) THC had no effect on response entropy. Statistical significance for repeated measures-ANOVAs are indicated by ‘*’ for $p < 0.05$, and ‘**’ for $p < 0.01$. Asterisks above individual columns indicates group means that were significantly different from the control (Vehicle) mean according to Dunnett’s post hoc test with $\alpha = 0.05$. 
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3.3.2 Experiment 2 (Acute effects of THC on the PR Task)

We next sought to determine if THC affected animal’s cognitive flexibility by assessing their ability to alter choice strategy in response to changing reward contingencies. We trained 10 male Long-Evans rats to perform the PR task (see Methods) and compared behavior on and off THC at the most extreme probabilities (0.8/0.2). To maximize reward in this task, rats must quickly learn which feeder has a higher probability of reward and show the flexibility to reverse this bias when a new block of trials begins and feeder reward probabilities reverse. Unlike the first task, in which the optimal response strategy is random choice, the rats should develop a strong bias for choosing the feeder resulting in a higher probability of reward. Consequently, they could earn reward on nearly 80% of the trials by choosing optimally, but would earn reward on 50% of trials by choosing randomly. In practice, rats acquired reward on 66 ± 3% of trials (see Fig 2), indicating that they did adapt to exploit asymmetries in the reward probabilities.

![Diagram of PR task with reward probabilities and blocks of trials](image)
Figure 8. Representative data (240 trials over 4 blocks) of a rat’s feeder choices during the PR task. Each orange dot represents an individual trial and demonstrates shifting feeder preference in response to changing reward contingencies.

Similar to Experiment 1, drug administration did not significantly affect the number of trials per session ($t(10)=1.65, p=0.13$; Fig 4.A), intertrial interval ($t(10)=1.23, p=0.25$; Fig 4.B), or pre-reward licks ($t(10)=0.07, p=0.95$), further suggesting no gross impairment in motor control or motivation. However, reaction time ($t(10)=2.50, p=0.03$) and response time ($t(10)=2.43, p=0.04$) significantly increased with THC administration, which is consistent with the reported effects of high doses of the drug in previous studies (Sañudo-Peña et al., 1999). Similar to our results from Experiment 1, systemic THC significantly decreased lose-shift responding in a dose-dependent manner ($t(10)=3.47, p=0.007$; Fig 4.C). In contrast to Experiment 1, win-stay responding significantly increased following THC injection with increasing drug dose ($t(10)=2.37, p=0.04$; Fig 4.D), while impulsive feeder approach was again unaffected by drug ($t(10)=0.059, p=0.95$). THC administration significantly reduced response entropy ($t(10)=3.83, p=0.004$; Fig 4.E). This can likely be explained by the fact that THC significantly increased the probability of the animal returning to the previous feeder choice regardless of choice outcome ($t(10)=3.38, p=0.008$; Fig 4.F).
Figure 9. Session-averaged effects of acute THC in the PR task. (A) THC did not affect the number of trials performed. (B) No effect of THC was found on the time in between trials. (C) Probability of lose-shift responding, which was decreased by systemic THC. (D) Probability of win-stay responding, which was decreased by THC. (E) THC significantly reduced response entropy. (F) The probability of a switch from the previous choice independent of reinforcement was significantly reduced by THC. Statistical significance is indicated by ‘*’ for p < 0.05, and ‘**’ for p < 0.01 for paired t-tests.

We next wanted to determine whether our measures of choice varied across trials within a block. Optimal performance on the task requires animals to reverse choice bias when reward probabilities reverse at the start of each block. To investigate this and other behavioral measures, we collapsed the data across blocks, and aggregated the 60 trials in
each block into six equal bins. Our data suggest that animals adapted to the changing reward probabilities; as they were more likely to receive a reward in the later trial bins within each block (main effect of bin number: F (5,45)=21.5, p<0.0001; Fig 5.A) while drug had no effect on the probability of receiving a reward (main effect of drug: F (1,9)=0.003, p=0.95; Fig 5.A). Animals were also less likely to switch their feeder choice from the previous trial regardless of outcome as blocks progressed (main effect of bin number: F (5,45)=3.16, p=0.02; 5.B), and this was further decreased with drug (main effect of drug: F (1,9)=12.6, p=0.006; 5.B). As with our session-average analysis, drug had a significant effect on lose-shift responding (F (1,9)= 17.6, p= 0.002; Fig 5.C), with drug reducing the probability of this behavior while bin number had no effect (F (5,45)=2.31, p=0.06; Fig 5.C). The drug also had a weakly significant effect on win-stay (F (1,9)=5.28, p<0.05; Fig 5.D), while bin number had a strong effect on win-stay (F (5,45)=3.82, p=0.006; Fig 5.D), with both THC and Vehicle groups increasing this response as blocks progressed.
Figure 10. Within-block effects of THC on behavioral measures in the PR task. (A) THC had a significant main effect on the occurrence of lose-shift. (B) Drug and bin number both had significant main effects on win-stay responding. (C) The probability of reward on any particular trial was strongly affected by bin number. (D) The probability of a switch from the previous choice independent of reinforcement was significantly affected by both drug and bin number. Significance as determined by a two-way RM-ANOVA is indicated by ‘*’ for $p < 0.05$, ‘**’ for $p < 0.01$, and ‘****’ for $p < 0.0001$. A main effect of drug is indicated by ‘†’, while a significant main effect of bin number is indicated by ‘#’.

3.4 Discussion

The purpose of this study was to investigate the effects of on-board THC in two simple reward-based decision-making tasks. The first task (Matching Pennies) is an uncued competitive binary choice task wherein random responding is the optimal solution against a rational opponent. The second task (Probability Reversal) has reward probabilities at each feeder fixed at a high or low value within a block of trials, and these probabilities reverse after the uncued beginning of each block. This task requires that
animals rapidly alter their choice strategy each block to bias responding towards the high probability feeder. By including both these tasks, we were able to determine if THC affects specific decision strategies, such as lose-shift, win-stay or random responding, when such strategies are adaptive or maladaptive. This provides new insight into the effects of this drug on cognitive flexibility.

Table 2. Comparison of behavioral measures influenced by THC in the Matching Pennies and Probability Reversal tasks. Strongly significant effects are denoted with two arrows, while significant effects are denoted with one arrow. Arrow directions indicate directionality of differences as compared to Vehicle injections. Non-significant effects are denoted with ‘-’.

<table>
<thead>
<tr>
<th>Behavioral Measure</th>
<th>Matching Pennies</th>
<th>Probability Reversal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lose-Shift</td>
<td>⬇️</td>
<td>⬇️</td>
</tr>
<tr>
<td>Win-Stay</td>
<td>⬇️ (weak)</td>
<td>⬇️ (weak)</td>
</tr>
<tr>
<td>Impulsive Feeder Approach</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Response Entropy</td>
<td>-</td>
<td>⬇️</td>
</tr>
<tr>
<td>Number of Trials</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>InterTrial Interval</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Reaction Time</td>
<td>-</td>
<td>⬆️</td>
</tr>
<tr>
<td>Response Time</td>
<td>-</td>
<td>⬆️</td>
</tr>
</tbody>
</table>

THC administration weakly increased reaction time and response time compared to vehicle in the PR Task, and showed a non-significant trend to increase these in the MP task (see Table 2). The multiple doses of drug administered in the MP task exhibited an inverted U dose-response curve with increases in both measures with the low and medium dose, and decreases with the highest dose (data not shown). This is consistent with other studies showing a triphasic motor effect from systemic THC administration (Sañudo-Peña et al., 2000). This manifests as decreasing motor activity with low doses of THC, while higher doses stimulated motor activity up to the point of cataplexy with the highest doses.
We also found that lose-shift responding decreased in a dose-dependent manner in both tasks (see Table 2). This is consistent with our previous studies using AMPH (Wong et al., 2016), and provides further evidence supporting the idea that drugs can impair learning mechanisms dependent on dopaminergic signaling. Interestingly, lose-shift responding was stable across trials in the PR task with and without drug on-board. This leads us to hypothesize it is a reflexive, innate behavior rather than learned. Other work from our lab has shown that DLS is the likely locus of lose-shift behavior (Skelin et al., 2014). Dorsolateral striatum is innervated by dopamine neurons from substantia nigra (Haber et al., 2000; Joel and Weiner, 2000) and is historically considered a slow learning system associated with habit formation (Yin et al., 2004). However, recent optogenetic work has shown a similar functional role of dopamine neurons in substantia nigra and ventral tegmental area projections to the DMS and VS (Ilango et al., 2014).

A possible link connecting DLS with the cannabinoid system is the pattern of CB1 mRNA expression in striatum. CB1 mRNA expression has a ventromedial to dorsolateral gradient in striatum, with greater expression towards the dorsal regions of lateral striatum (Herkenham et al., 1991; Julian et al., 2003; Martín et al., 2008). This suggests a potential involvement of CB1 receptors in DLS in affecting lose-shift responding. It should be noted that while CB1 mRNA is expressed primarily in DLS, immunohistochemistry experiments have demonstrated that the CB1 receptor itself is primarily located on the corresponding MSN afferents located in the substantia nigra (Sañudo-Peña et al., 1999). This leaves DLS CB1 receptors ideally placed to presynaptically modulate MSN-driven inhibition of substantia nigra dopamine release and influence dopaminergic prediction errors. Immediate early gene expression also supports the role of DLS in altering choice
in a reward task (Egerton et al., 2005). The authors found that $c$-fos expression in DLS was correlated with performance on the first reversal of a reversal learning task, while $ngfi-b$ expression was strongly correlated with performance on the third reversal. These results suggest that neural activity in DLS is linked to altering choice on a short timescale.

The idea of fluctuating dopamine levels in areas such as DLS rapidly influencing choice is consistent with the RPE hypothesis of dopamine. Because both THC and AMPH increase dopamine levels, it should not be surprising that they have a similar effect to reduce lose-shift behavior. However, these drugs have distinct mechanisms of action, so discrepancies in their effects on behaviour make sense. We observed opposing effects of AMPH and THC on several behavior measures in our MP task. Our previous work found that AMPH has no effect on win-stay responding (Wong et al., 2016) while THC increases this behavior in the PR task and decreases it in the MP task. In contrast, the tendency to approach feeder to seek out of trial rewards (IFA) was unaffected by THC, whereas both systemic AMPH and infusions into VS increase the prevalence of this behavior.

Similar to AMPH, THC did not affect response entropy (see Table 2) in the MP task. Entropy assesses the randomness of choice sequence (in this study length = 4) over a behavior session (Miller, 1955). Entropy is maximized when animals choose a feeder randomly, with no pattern or bias. Conversely, entropy is reduced when they show a bias towards a feeder or particular pattern of responding (e.g. L, R, L, R). In the MP task, random responding is the optimal solution. While THC did reduce lose-shift responding, it had no effect on overall entropy in this task. This suggests that rats retained the ability to flexibly choose either well with no apparent patterned behavior.
In contrast to the MP task, THC did reduce entropy on the PR task (see Table 2), due to the fact that THC-treated animals were less likely to switch feeder choice after losses (decreased lose-shift) or wins (increased win-stay). Rats should repeatedly choose the higher probability option regardless of wins or losses in this task, so these effects from THC do not impair performance. This is supported by the fact that drug had no effect on the amount of reward obtained in the task. This furthermore indicates that THC did not impair the rats’ ability to flexibly alter choice bias to track reward reversals.

The present data are contrary to conclusions presented in previous studies; we must therefore consider possible confounds to our experiment. One possibility is that sex differences influence our results, although we argue this is unlikely. We have controlled for sex in Long Evans rats performing the MP task and found only minor differences unrelated to the main findings here (manuscript in preparation by colleague). Moreover, we expect little to no effect of estrous cycle because an extensive meta-analysis of behavioral and physiological traits found equal variability in both sexes (Prendergast et al., 2014), even when including estrous cycle phases. Our tasks also vary from others (Egerton et al., 2005; Wright et al., 2013) in that rats are not given informative cues during the task about reinforcement outcomes. It is possible that without such cues, the orbitofrontal and prefrontal cortices have less influence on task performance and so their drug-induced dysfunction will not manifest in behaviour. This would mean rats are able to remain flexible in their decision-making. Furthermore, rats do sometimes receive reward on the low-probability feeder. This differs from most reversal learning tasks, which tend to provide no reward (or aversive reinforcement such as quinine) on the previously optimal choice after a reversal has occurred.
As with all systemic pharmacology experiments, we also cannot ascertain which brain structures are affected. While CB1 expression is greatest in regions such as the striatonigral pathway, amygdala, and hippocampus, moderate expression also occurs in the cortex (Svíženská et al., 2008). Although we have not found an effect of electrolytic OFC lesions on lose-shift responding or response entropy (unpublished data), we cannot rule out a potential effect of drug on regions involved in reversal learning (OFC) and set shifting (LPFC). Nonetheless, our results are consistent with studies in humans examining the effect of acute THC on performance in the Wisconsin Card Sorting Task (Weinstein et al., 2008). The researchers found that THC-induced increases in errors were not due to impairments in flexibly tracking category changes (shape, color, or number), but rather caused by increases in what they termed ‘non-perseverance’ errors (errors within categories) indicating inattention. As the Wisconsin Card Sorting Task is also an uncued decision-making task, it supports the idea that THC does not reduce cognitive flexibility by promoting inflexible patterns of responding. Other human studies have also indicated no impairment of cognitive flexibility (Hart et al., 2001), although the subjects in this study were chronic drug users and may have learned to compensate for their impairments. Together, these data reveal that THC has complex and subtle effects on decision-making that remain incompletely understood.

3.5 Conclusion

Our data indicate that THC reduces the effect of reward omission on trial-by-trial basis, possibly by attenuating the normal pause in dopamine transmission that follows losses. We have shown that this occurs both in competitive choice tasks where
insensitivity to losses and wins is the optimal strategy, and in a reversal learning paradigm where avoiding losses and chasing wins is the optimal strategy. We also provide evidence that THC does not appear to impair the cognitive flexibility needed to rapidly adapt to changing reward contingencies, or cause an increase in non-optimal, patterned behavior in these tasks. These data suggest that, at least in some tasks, THC does not impair global decision-making strategies, but does selectively reduce avoidance of choices associated with recent losses.
4. General Discussion

In these experiments we sought to investigate how specific elements of response strategies in reward-based decision-making could be influenced by drugs of abuse. We found that both AMPH and THC reduced lose-shift responding in rats, suggesting reduced loss sensitivity. This may be caused by an attenuation of the negative RPE associated with loss that would normally promote a change in decision-making. This effect was robust, occurring both in the MP task with acute administration of either AMPH or THC, and with THC in the reversal learning paradigm, suggesting it is not a task-specific or drug-specific effect.

Our examination of response entropy suggests this behavior is distinct from global decision-making strategies. Our results indicate that entropy in the MP task was unaffected by systemic or intracerebral infusions of AMPH, or by systemic administration of THC. Conversely, systemic injections of THC did reduce the probability of switching feeder choice regardless of reinforcement and increased the prevalence of win-stay responding on the PR task. While these are forms of perseveration that would suggest impaired cognitive flexibility, they are optimal solutions on this task. This is highlighted by the fact that on-board THC did not reduce the amount of reward received during the task.

Because both THC and AMPH increase dopamine levels, it should not be surprising that they have a similar effect on behavioral measures. However, they act on different neurotransmitter systems and vary in their mechanisms of action and so would be expected that some of their effects differ. For example, AMPH also increases release of the other catecholamines (Sulzer et al., 2005) while THC will inhibit transmitter
release from any presynaptic terminals where CB1 is expressed. This has interesting implications for corticostriatal circuits involved in decision-making, which have an inverse relationship between CB1 expression in striatal sub-regions and the cortical regions innervating these sub-regions (Van Waes et al., 2012). Sub-regions with high levels of CB1 expression (DLS) have comparatively low expression on the cortical afferents to DLS. Conversely, regions with low levels of CB1 expression (DMS) have relatively high levels of CB1 expressed on cortical glutamatergic afferents into DMS. This leads us to speculate that THC may have differing effects on the amount of dopamine released into distinct striatal sub-regions. This provides a potential mechanism by which some behavioral measures in our tasks could show incongruent effects from THC and AMPH.

Behaviorally, we observed opposing effects of AMPH and THC on several measures in the MP task (see Table 2). Neither systemic or VS infusions of AMPH affected win-stay responding while THC increased this behavior in the PR task and decreases it in the MP task. In contrast, the tendency to approach feeders to seek rewards out of trials (impulsive feeder approach) was unaffected by THC, whereas both systemic AMPH and infusions into VS increase the prevalence of this behavior.
Table 3. Comparison of effects of systemic AMPH and THC on behavioral measures in the MP task. Very significant effects (p<0.001) are denoted with three arrows, strongly significant effects (p<0.01) are denoted with two arrows, and significant effects are denoted with one arrow (p<0.05). Arrow directions indicate directionality of differences as compared to Vehicle injections. Non-significant effects are denoted with ‘-’.

<table>
<thead>
<tr>
<th></th>
<th>AMPH</th>
<th>THC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acute</td>
<td>Chronic</td>
</tr>
<tr>
<td>Lose-Shift</td>
<td>↓↓</td>
<td>↑</td>
</tr>
<tr>
<td>Win-Stay</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Impulsive Feeder Approach</td>
<td>↑↑↑</td>
<td>-</td>
</tr>
<tr>
<td>Response Entropy</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Number of Trials</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intertrial Interval</td>
<td>↓↓↓</td>
<td>-</td>
</tr>
<tr>
<td>Reaction Time</td>
<td>↓↓</td>
<td>-</td>
</tr>
<tr>
<td>Response Time</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The increases in IFA with infusions into VS but not DLS suggest this behavior is modulated by VS. Histology suggests that our AMPH infusions were into VS core, so it is possible that IFA is further localized to this area. It has been suggested that VS core promotes response vigor and approach behaviors (Gruber and McDonald, 2012), so it is possible this approach behavior is a form of goal tracking in Pavlovian approach. Goal tracking is a conditioned stimulus-response action wherein an animal reflexively approaches areas or objects associated with goals, which in our task is represented by the sucrose water dispensing feeders. However, this reflexive behavior ignores the behavior sequence that is required in the task and will not result in reward. Experimental lesions of VS core impair performance on conditioned stimulus-based autoshaping tasks both during and after training (Cardinal et al., 2002), suggesting on VS core has an ongoing role in Pavlovian approach. Furthermore, lesions of dopaminergic input to VS causes severe impairments in Pavlovian approach tasks, indicating that dopamine is necessary for the
expression of this behavior (Parkinson et al., 2002). Therefore, increased dopaminergic tone in the VS by infused AMPH may increase the expression of this behavior.

In contrast to acute administration of AMPH or THC, drug sensitization with AMPH increased lose-shift responding. We propose this may be due to increased behavioral control by DLS as a result of drug-induced plastic changes. Our findings of increased dendritic spine density in the region following chronic administration of AMPH concur with other findings in the literature (Robinson and Kolb, 1997; 1999; Jedynak et al., 2007). These results would also suggest that VS-driven behaviors such as impulsive feeder approach would also be increased following sensitization. While we did not find significantly increased impulsive feeder approach following sensitization, this measure approached significance and was greater in sensitized animals than controls on every day of testing. Taken together, we suggest these behaviors can serve as a barometer of behavioral control shifts in striatum that have been proposed to occur in the progression of addiction.
5. General Conclusion

Lose-shift responding has been observed in many tasks and species including humans (Wang et al., 2014), mice (Means and Fernandez, 1992), pigeons (Rayburn-Reeves et al., 2013), and honeybees (Komischke et al., 2002). The presence of this seemingly innate response in so many species suggests that it may serve an important evolutionary role, such as motivating animals to cease foraging in areas that do not have food and move on to new areas.

Lose-shift responding also has relevance to commonly utilized reward-based tasks used in research, such as reversal learning and set shifting. Apparent goal-directed changes in behavior in these tasks may be affected by the expression of this reflexive behavior, without actually altering cognitive flexibility. This has important implications in the interpretation of experiments utilizing reward-based tasks. Together, these experiments provide further evidence of the effects of acute and chronic administration of drugs of abuse on reward-based decision-making. This knowledge can assist in the design and interpretation of future experiments examining dopamine and decision-making, and will be of interest in creating effective drug rehabilitation programs.
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