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Abstract

Using the Gillespie algorithm, the export of the mRNA molecules from their transcription

site to the nuclear pore complex is simulated. The effect of various structures in the nu-

cleus on the efficiency of export is discussed. The results show that having some of the

space filled by chromatin near the mRNA synthesis site shortens the transport time. Next,

the complete eukaryotic gene expression including transcription, splicing, mRNA export,

translation, and mRNA degradation is modeled using delay stochastic simulation. This al-

lows for the study of stochastic effects during the process and on the protein production

rate patterns. Various protein production patterns can be produced by adjusting the poly-A

tail length of the mRNA and the promoter efficiency of the gene. After that, the oppos-

ing effects of the chromatin density on the seeking time of the transcription factors for the

promoter and the exit time of the mRNA product are discussed.
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Chapter 1

Introduction

1.1 Eukaryotes versus Prokaryotes

Ever since the discovery of deoxyribonucleic acid (DNA) as the genetic material [4] and

Watson and Crick’s demonstration of the double helical structure of DNA [71], a tremen-

dous amount of work has been devoted to further the study of its structure and function. As

a result, we have gained a wealth of knowledge on DNA sequences and their meanings.

However, billions of years of natural history with constant pressure on the struggle for

survival in a constantly changing environment has created solutions that are not always sim-

ple for humans to understand. In the eukaryotic nucleus, for example, despite the progress

made on sequencing genomes, the three-dimensional structures of the chromosomes and of

the nucleus encasing them are still not well understood, especially as these structures relate

to their functions. These structures are important in shaping or facilitating the biological

processes that take place in the nucleus. In this thesis, I am interested in studying how

the various components and their positions affect the export process of messenger ribonu-

cleic acid (mRNA) molecules. For example, are there specific reasons for a gene to be at a

certain place in the nucleus or is the physical location of any piece of DNA totally random?

A eukaryotic cell, unlike a prokaryotic cell, has most of its genetic material enclosed

in one compartment, the nucleus. The reason for this arrangement might be historical in

that the nucleus is probably the descendant of one prokaryote that was internalized into

another; over time a symbiotic relationship developed and the genetic material of the host

cell was eventually lost [44]. Similar stories can be told for mitochondria and chloroplasts,

both of which have DNA of their own. Other theories on the origin of the nucleus include

the “viral eukaryogenesis” [63] and the “exomembrane hypothesis” [19]. Regardless of the
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origin of the nucleus, the reason that it exists is that it serves a function that is favorable to

the survival unit that contains it.

One of the advantages of having a nucleus is that it allows the separation of transcrip-

tion and translation. The transcription and translation of a prokaryotic mRNA often take

place concurrently by having translation started at the 5’ end while the 3’ end of the mRNA

is still being transcribed [47]. This allows for the quick production of proteins with a draw-

back: for a cell to have more genes, it will generally be necessary to increase the size of its

DNA, and the increase in DNA size will roughly be linearly proportional to the increase in

gene number. This inhibits the increase in gene number for prokaryotes. Eukaryotes, on

the other hand, have their transcription and translation separated physically by confining

the DNA in the nucleus and having translation occur in the cytoplasm. This separation

allows the mRNA to be processed before being translated, and through alternative splicing,

one gene can produce more than one polypeptide. An extreme case of this feature involves

a gene called Dscam (Down Syndrome Cell Adhesion Module, whose proteins, DSCAM,

are linked to Down Syndrome in humans) studied mainly in Drosophila [73]. This gene

has 16 exons and potentially can produce 38016 different protein isoforms. During neuron

formation, to ensure that the axons from a neuron branch out properly, the Dscam mRNA

is spliced randomly so each neuron contains its own set of Dscam protein isoforms, all of

which are mainly extracellular due to a transmembrane domain. The extracellular domains

of identical isoforms bind to one another to induce a contact-dependent repulsive reaction,

and because the chance of two neighboring neurons carrying the same isoform is small,

the repulsive interaction ensures that the sister branches from the same neuron do not clus-

ter. For a prokaryotic system to produce the same number of different proteins, it would

typically have to possess the exact number of genes, whereas in this case the eukaryotic

system does it with only one gene. This is perhaps one of the reasons why there are no

truly multicellular prokaryotes: the length of DNA alone can be a prohibiting factor.
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Surely, one could argue that to have a larger genome is not at all impossible if only the

cell increases its size. This bring up the second advantage of the nucleus: compartmental-

ization. To increase the genome size in prokaryotes in order to obtain more functions is

plausible but then the size of the cell would have to grow accordingly to accommodate the

DNA material. Besides the fact that the surface to volume ratio decreases with increasing

cell size, which puts a higher burden on the plasma membrane to traffic substances and on

the membrane-bound enzymes to carry out reactions, a bigger cell also makes it harder for

potentially interacting molecules to find each other. The expected value of the search time

to find a target that has a radius of A in a spherical space of radius R is [39]

R3

3AD

(
1− 9A

5R

)
,

with D being the diffusion coefficient, which means that the search time increases roughly

proportionally to the cube of the cell radius. Even if this equation does not apply quantita-

tively to the intracellular space, it still shows qualitatively the correlation between volume

and search time. For prokaryotes, every freely diffusing molecule potentially has the entire

cell to cover in order to find its targets, even though its targets make up only a tiny portion

of all the molecules it could potentially meet during the progress of the search. Despite

some ingenious strategies to reduce the need for target finding such as in the case of the lac

operon [68] where the three genes responsible for lactose metabolism are together and con-

trolled by one promoter and one operator to reduce the need for RNA polymerase to find

them separately, an increase in cell size still drastically increases the delay for biochemical

reactions. The solution adopted by a eukaryotic cell is to physically compartmentalize its

functions by confining molecules required for a common purpose at one location that is

bounded by membranes. In the case of the nucleus, the function is to supply the cell with

RNA and RNA-related products (such as ribosome subunits) and to do that, it contains
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DNA and all the components required for transcription, post-transcriptional processing,

and export so that an RNA polymerase, for example, only has to search the volume of the

nucleus, which is comparable to that of a prokaryotic cell, to find its target despite the fact

that the size of the entire cell is much larger.

The advantages of a eukaryotic cell over a prokaryotic cell might seem overwhelm-

ing but the reality is that prokaryotic life forms as a whole are nothing short of thriving.

There are 1014 bacterial cells in a typical human body whereas the same body only contains

about 1013 human cells [61] so it might not be entirely unreasonable to say that a human

(and many other animals, for that matter), is a symbiotic life form containing mainly bac-

terial cells with 10% eukaryotic cells. One advantage of a prokaryote is that simultaneous

transcription and translation allow for faster response to the environment, and, while the

environment is suitable, a smaller genome and a simpler architecture allow for faster divi-

sion. On the other hand, a eukaryotic cell in most cases has to accept the combined delay

in transcription, processing, mRNA export, and translation. This thesis will use various

mathematical tools to study gene expression in a typical eukaryotic cell with emphasis on

the mRNA transport process, which has not been focused on as much as the other steps.

1.2 Traffic through the Nuclear Envelope

The nucleus is enclosed by the nuclear envelope which is made of a double lipid bilayer.

Perhaps due to its prokaryotic origin and to the process of endocytosis, the nuclear enve-

lope consists of two layers of membrane. The lipid bilayer is mainly made of phospholipid

with hydrophilic heads on the surface and hydrophobic tails at the center of the membrane.

The physical properties of the bilayer mean that it is impermeable to macromolecules such

as proteins and mRNAs. The plasma membrane, made of the same material as the nu-

clear membrane, has ways to exchange these macromolecules through endocytosis and
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exocytosis. Exocytosis is performed by confining the macromolecules to be exported in

a cytoplasmic vesicle with a phospholipid membrane. By inducing a fusion between the

membrane of the vesicle and the plasma membrane, the content inside the vesicle is re-

leased to the extracellular space. Endocytosis works in reverse. This is a great solution

to transport macromolecules through the plasma membrane and the same strategy could be

adopted to transport macromolecules from the nucleus to the cytoplasm: this would involve

first budding a vesicle from the inner nuclear membrane into the perinuclear space and then

inducing a fusion between the vesicle and the outer membrane. However, since there is no

other reason for the vesicle to exist in the perinuclear space, it would be more convenient

for one vesicle to be budding and fusing at the same time and that introduces a pore. The

nuclear pores are supported by nuclear pore complexes (NPCs).

The NPC connects both of the nuclear membranes and makes them continuous locally.

The number of NPCs varies significantly between organisms and even between different

cell phases depending on the demand for molecule trafficking between the cytoplasm and

the nucleoplasm. The number of NPCs in human cervix tissue nuclei is about 4000 [46]

and that in yeast during early mitosis is about 140 [72] which means that the NPC densities

are on the same order of magnitude because the volume ratio between the two cells is

about 100. The shape of an NPC is symmetrically octagonal. The length of an NPC (the

dimension orthogonal to the membrane) is 15 nm and the diameter is 120 nm [72]. The

size of the channel, however, depends on perspective in the following ways. Molecules that

are smaller than 5 kDa are allowed to freely diffuse through the pore. In this sense, the

diameter of the channel is about 9 nm [2]. Molecules that are between 5 and 60 kDa can

still rely on passive diffusion to pass through but with increasing resistance. For example,

a protein of 17 kDa takes 2 minutes to equilibrate between cytoplasm and nucleoplasm

[2, 18]; a protein of 44 kDa takes 30 minutes to equilibrate [18]. In this sense, the diameter

of the NPC is between 10 and 20 nm. The nuclear membrane is considered impermeable

5



to molecules that are larger than 60 kDa [2, 18, 43]. To put it in perspective, a mammalian

ribosomal subunit has a molecular mass in the range of megadaltons [68]. These subunits

are assembled in the nucleus and exported to the cytoplasm to participate in translation so

there has to be a way of getting these large molecules through the nuclear envelope.

If one were to design the NPC to keep the nucleoplasm and the cytoplasm segregated

in terms of their solute concentrations while at the same time selectively letting macro-

molecules pass through, there would be a dilemma: if the diameter of the NPC were large

enough, the entire contents of both sides would be mixed by way of Brownian diffusion; if

on the other hand the diameter of the NPC were small, the macromolecules could not get

through. The same situation is faced elsewhere in biology. An example is in the human

digestive system: food enters the stomach through the esophagus while the gastric juice

in the stomach in most cases has to be prevented from entering the esophagus where it

would cause inflammation, but the gastric juice contains particles that are much smaller

than a food bolus. The solution to this is to have a valve at the inlet of the stomach called

the esophageal sphincter that permits materials through selectively. A similar mechanism

is believed to operate in the NPC. As demonstrated by Panté and Aebi with gold-labeled

proteins that have sizes larger than allowed to diffuse through the NPC, it seems that the

center of an NPC is gated and that the gate opens in response to signals because proteins

of similar size without the signal cannot get through the NPC. Moreover, several binding

sites along the channel can be identified under the electron microscope [51].

The signal for protein import is called the Nuclear Localization Signal (NLS) , first dis-

covered in 1984 [36]. Proteins contain the signal in one or two clusters [20]. The sequence

of the signal is not highly conserved and can contain many combinations of arginine and

lysine although not all combinations are equally effective. After all, the NLS is simply a

signal to be recognized by another protein called the nuclear import receptors, which fa-

cilitate import. The NLS and the nuclear import receptors are subject to coevolution. The
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sequence of the NLS can mutate as long as its receptor can recognize it. The location of the

NLS in the protein to be imported does not seem to have much significance. The signal se-

quence can be inserted almost anywhere in the protein sequence (before folding) and will

function [2]. Some signal sequences can function properly even when covalently linked

to a side chain of an otherwise cytosolic protein [35]. Given that the signal recognition

process requires protein-protein interaction, it is natural to assume that the NLS must be

located at the surface of a protein. The positively charged lysines and arginines strongly

favor a surface location and this is perhaps the reason that charged amino acids evolved to

be part of the sequence. Protein export from the nucleus to the cytoplasm takes place in

similar fashion as import with the nuclear export signal and the nuclear export receptor.

The mRNA molecules pass through the NPC from the nucleus to the cytoplasm in

different fashions than do the common proteins (even the ribosomes) for several reasons.

First, the size of an mRNP (messenger ribonucleic protein), which is mRNA bundled with

proteins, can easily have diameters of over 30 nm or even over 40 nm [14]. To have all the

mRNPs pass the same way as the proteins is impossible because the channel only allows

through proteins up to about 25-30 nm [2] in diameter. Second, the mRNA does not need to

go through the channel the same way as the proteins do. The reason that the NPC channel

has to accommodate the diameters of the proteins is that proteins have to function in a

folded state, which means that their structures, from primary to quaternary, are all critical

in their functions. The folding process of proteins is an elaborate process and preserving the

tertiary and quaternary structure of a folded protein is important in keeping its function. On

the other hand, an mRNA is useful mainly through its primary sequence so it can be folded

and unfolded many times and in many ways, and so long as its sequence is intact, it is fully

functional. This nullifies the reason to try and keep an mRNP’s tertiary and quaternary

structure consistent across the nuclear envelope. The same reasoning can also determine

the way by which a ribosomal subunit exits the nucleus. Although a ribosomal subunit

7



resembles an mRNP in that they are both a combination of RNA and proteins, it functions

in very different ways from an mRNA. A ribosome, similar to a common protein, has to

rely on its tertiary and quaternary structure to function whereas an mRNA is only useful in

its primary sequence. This difference in function determines that a ribosomal subunit has to

pass through the NPC channel while folded and an mRNA does not. It would be interesting

to speculate as to whether it is a coincidence that the maximum size of a ribosome subunit

is about 30 nm [2] and the maximum diameter of the NPC channel is about the same.

The export of the mRNP is not completely understood but at least for some of them, the

molecule is partially unfolded and the 5’ end of the mRNA goes through the channel first

and then the rest of the strand follows. As the strand is still going through, the emerging

5’ end is already bound by ribosomes on the cytoplasmic end [14, 17]. This scene of

the 5’ end of an mRNA being bound to the ribosomes while the rest of the strand is still

emerging might remind people of the transcription of prokaryotic mRNA in that the 5’ end

emerges first and signals for translation to start while the rest of the molecule is still being

transcribed. This commonality might not be a complete coincidence. First of all, since

all translations take place from the 5’ to the 3’ end, having the 5’ end available first to the

translational machinery will make the translation process start earlier than having any other

part of the mRNA emerge first from the nucleus. If the symbiotic theory for the origin of

the nucleus is true, one simple way for the guest organism (the ancestor of the nucleus) to

have its genes expressed when it first entered the host would have been to have its mRNA

behave to the host in a way that mimics the host mRNA by having the 5’ end emerge first.

This way, it requires no special functions on the side of the host to express the guest gene.

If the mRNA is instead exported as a folded structure like the proteins are, possibly inside

an mRNP, there has to a mechanism in the host cytoplasm to unfold it to a degree so that

the ribosome can bind either to an initiation sequence or to the 5’ end.

Before going through the nuclear pore complex, an mRNA molecule has to find its way
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through the nuclear environment. This process is still not well understood. The classi-

cal model of the structure of the nucleus is that the chromatin is loosely organized and is

distributed randomly throughout the subnuclear space and that the substances within the

space rely on Brownian diffusion to reach their targets to carry out their functions. This

model has been repeatedly shown to be overly simplified [42]. A network of filamentous

structures emanating from the nuclear pore complexes (NPCs) and extending to the nu-

cleoplasmic side has long been observed under the electron microscope [22]. It features a

fibrogranular network whose structure contains ribonucleoprotein [62] and is very dynamic

[66], which is different from the rigid cytoskeleton. The presence of actin and its ability to

polymerize within the nucleus have been shown [37, 41] which suggests that it could be a

component of the filaments. These filaments are sometimes considered to be an extension

of the NPC [25], but to avoid confusion with the NPC in the classical sense, they are given

a separate name: pore-linked filaments (PLFs). Very clear images of PLFs were recently

taken inside Xenopus oocyte nuclei [37]. It is also known that particles coated with a pro-

tein containing nuclear export signals (NES) diffuse to the nuclear pore complex (NPC)

more quickly than otherwise [23]. One of the proposed mechanisms for this quick exit is

by having the NES-containing particles attached to the PLFs which provide tracks along

which particles can move [23, 24, 37] although it is not well understood whether the NES

itself is directly attached. Another possible mechanism is for the PLFs to compartmentalize

the sub-nuclear envelope region to locally trap the particles as some microfilaments do in

cytoplasm [6] because compartmentalization enables a molecule in the nucleus to find its

target more efficiently by means of non-directed random movements [39].

Outside of the PLF layer, the most dominant structure in the nucleus is the chromatin.

There are, in general, two types of chromatin: heterochromatin and euchromatin. While

most of a cell’s genes are located in the euchromatin region, heterochromatin exists to

provide structural support. Heterochromatin was distinguished from euchromatin initially
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because it appears darker under a microscope. The reason is that its DNA is densely packed

and can be considered impermeable to macromolecules, which is one of the reasons why

its genes are not expressed. Euchromatin, on the other hand, is organized into loops and

contains active genes. It is likely that mRNP molecules, on the way to finding the NPC, can

move into a region where the chromatin filaments are dense and become immobile. The

stalled molecules require ATP expenditure to free them even though the mRNA transport

process itself is not active [67]. The exact mechanism in freeing stalled mRNP molecules

is not clear but what is known is that ATP depletion in the nucleus decreases the fraction of

mobile mRNP particles [48]. There are suggestions of possible mechanisms for this obser-

vation: one is that the ATP is directly involved in breaking the association between mRNP

and the chromatin; another is that the chromatin structure is dynamic and reorganizing it,

requiring ATP, is able to free the stalled mRNP [67].

The chromatin tends to organize itself into discrete territories called chromosome ter-

ritories because the chromatin in each territory is from the same chromosome. Outside

the chromosome territories is the continuous interchromatin compartment [16]. An active

gene, in addition to being already located at the euchromatin portion of the chromosome,

is often spatially relocated out of its chromosome territory and associates with other dis-

tant active genes from the same or different chromosomes to form a transcription factory

[74]. A mammalian cell typically has 15000 active genes at any given time whereas the

number of transcription sites is of the order of thousands [2]. Because mRNA splicing is

co-transcriptional, a transcription factory is also where splicing takes place. The advantage

of having a transcription factory over the classical view of transcription, which entails the

RNA polymerase randomly searching for active sites, is probably efficiency. In the clas-

sical model, an RNA polymerase spends some time scanning DNA in search of an active

site, transcribes it, and searches again. The entire workload is on the polymerase. By al-

lowing the active gene to relocate, a polymerase could be transcribing a gene with another
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gene queuing while a third gene with some of the activation factors bound is searching

for the factory. This way, the burden of searching does not interfere with the actual pro-

cess of transcription. It also allows several transcription factors to co-localize to reduce

the time needed for them to find genes. With the active genes associating and dissociating

frequently, a transcription factory is highly dynamic.

There could be another reason why an active gene is relocated out of its chromosome

territory. A chromosome territory contains chromatin fiber that presumably exerts a higher

level of hindrance to the movement of macromolecules such as RNA polymerase and ma-

ture mRNP. This makes it difficult for RNA polymerase to enter and to find the active gene;

at the same time, it is also harder for mRNP transcribed in this environment to exit in order

to find an NPC. In order for the mRNP to be freed from entanglement, ATP is involved

which is costly to the cell. One possible remedy to this problem is to make the euchro-

matin less dense in order for molecules to get in or out more easily. One problem with a

less dense euchromatin is that it allows more mRNP to enter to be entangled, though the

entanglement is not as severe. The effect of the adjustment of the density of the chromatin

is tested in chapter 2 of this thesis. Another problem is that a less dense chromatin means a

bigger nucleus to house the same amount of DNA content, which means more difficulties in

target-finding for the molecules in the nucleus. On the other hand, another possible remedy

is to make the euchromatin more dense to exclude mature mRNP from entering. This, how-

ever, would make it more difficult for the activators to move in it to find the active genes.

A high-density chromatin does exist and it is called the heterochromatin, which contains

fewer genes, many of which are silent. The activity of a gene in relation to the physical

density of the chromatin allows the cell to add a higher level of gene control by organizing

some genes in the heterochromatin region to silence them. While some parts of the DNA

in a cell are permanently organized as heterochromatin, others can dynamically switch be-

tween being euchromatin and heterochromatin in time [2]. The current euchromatin system
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is a compromise to ensure a reasonably high level of transcription and an acceptable speed

of mRNA exit. This is achieved by keeping the euchromatin at a certain density, relocating

the active genes away from the chromatin, and freeing the stalled mRNP at the expense of

energy. The level of improvement in mRNA exit time by having the transcription factory

located outside of the chromosome territory is shown in section 2.3.

While it is clear that a higher chromatin density exerts a higher hindrance on the dif-

fusion coefficient of the molecules buried in it, arguments can be made as to whether the

density of the chromatin territory is homogeneous or whether there is a density gradient.

The euchromatin is made up of DNA loops extended outward from the inner regions of a

chromosome territory, so if the outer edge has the same number of loops as does the inner

region, because these DNA loops cover more area near the edge, the density in that region

should be less. However, the material of the euchromatin is not so rigid that it extends in a

straight line; instead, it is flexible and can fold onto itself. Almost like free diffusion, the

chromatin material can diffuse in space to make its distribution tend towards being homo-

geneous in its chromosome territory. Microscopic images show that chromatin in reality is

a combination of both effects: the diffusive effect to achieve homogeneity and the extension

to make the center more dense. For the most part, it has a homogeneous density, and near

the edge, its density decreases [67]. In this thesis, both of these situations are simulated.

With chromatin that has a density gradient, it is not clear whether a thick layer will help

or hinder mRNA exit because while the mRNA molecules can diffuse into the chromatin

region and experience hindrance, the gradient also favors the molecules’ existing in low

density regions because between the possibilities of diffusing into either a low or a high

density region, the former is easier. This effectively decreases the space that an mRNA

has to explore to find the NPC. The overall effect of having a thicker layer of gradient

chromatin region on the efficiency of export is studied in section 2.3.1.

With a chromatin layer that has homogenous density, it could also assist the molecules’
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exit by excluding some of them from the space filled by the chromatin. Unlike the gradient

chromatin which favors the existence of molecules in low density regions, the homogenous

chromatin provides equal probability in every direction for the molecules that are in it. If

the chromatin layer is thin enough, a molecule that is in it still has a reasonable probability

to get out within a reasonable amount of time; and once out, it is not so easy to diffuse back

in due to the density differential at the interface. However, diffusion of the molecules that

are in a thicker layer of chromatin could be impeded for a long time. Finding a function

to fit the exit probability distribution could be difficult because it may not bear significant

resemblance to any common models for exit time distributions. What makes this model

unique is the fact that the molecules behave differently in different regions which is un-

common for most waiting situations. The study of the effect of a homogenous chromatin

layer is shown in section 2.3.3, and the effort in finding a probability distribution function

is recorded in chapter 3.

1.3 Gene Expression

The mRNA exit time is one of the factors that could have an effect on the protein produc-

tion rate. Another factor is the transcription time which can be controlled by the length of

the transcription unit. Though it may seem that gene expression speed is important to an

organism (after all, it is one of the reasons why the prokaryotes are successful), it is more

important for the eukaryotes to set the timing and rhythm correctly. Prolonging transcrip-

tion as a means of delaying gene expression is important in a system that demands accurate

timing such as in the developmental stage of a multicellular organism. For example, one

strategy to ensure that one gene is always expressed earlier than another is to have the two

physically located near each other (or even share part of the transcription unit) and also

to ensure that the one that is supposed to appear later has the longer transcription unit. In
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Drosophila, the gene E74A appears after E74B by sharing the same 3’ end but with differ-

ent promoters and transcription unit lengths. The lengths of the two genes are conserved

between two species of Drosophila whereas the intron sequences are not [34, 64].

Other major factors affecting the synthesis rate of the protein product of a gene are

translation delay and the mRNA decay in the cytoplasm. Each step during the gene ex-

pression process is constituted of simpler steps. For example, the transcriptional process

involves individual movements of the RNA polymerase along the DNA template while

adding nucleotides to the elongating RNA; each addition of a nucleotide is subsequently

dependent on the acquisition of the correct ribonucleoside triphosphate (NTP) which in

turn depends on the local concentration of the NTPs. The stochastic nature of the positions

of the molecules involved makes certain that transcription is a stochastic process. Overall,

the entire gene expression is also a stochastic process.

If one were to model transcription with the finest detail, one should at least consider

the diffusion of RNA polymerase and the NTPs and the probabilities of them binding each

time they collide for each nucleotide addition. However, this level of detail is computation-

ally costly, to implement. One way to conceal the less important details in exchange for a

significant gain in speed is by a stepwise model [58] that uses the Gillespie stochastic sim-

ulation algorithm (SSA) [28, 29]. This model characterizes each nucleotide of the coding

strand as being unoccupied by the polymerase, occupied, or active, and a stochastic rate

constant is associated with the conversion between two states. The SSA is then employed

to stochastically determine the next step to occur and the associated time. This model is

able to simulate transcription of one or a few copies of gene(s) within a reasonable amount

of time.

The fact that the biological processes at cellular or subcellular level are intricately in-

terconnected dictates researchers’ goals in studying them. Once a process is understood

well enough at the micro-level with enough details, the next step is almost always to grasp
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how this process inter-plays with others and to appreciate the significance it plays in the

biological system at large. While the detailed stepwise transcription model using the SSA

models transcription well, to place it in the larger gene expression process with many genes

would require quite some time to complete. This is especially so because each gene being

expressed gives rise to a number of copies of mRNA, each of which has the potential to

be translated. Translation bears enough resemblance, in terms of delays, to transcription

mechanistically to also require the use of this model. Moreover, to characterize the time

distribution of a gene from transcription to the appearance of its protein products, the sim-

ulation needs to be repeated many times to obtain a statistically significant set of results.

These factors warrant a faster model.

One way to simplify the model is by realizing that stochasticity is involved in the onset

of a process, such as the binding of the polymerase in the case of transcription. With no

regard to what happens during the elongation process, the mRNA is released after a waiting

period. In addition to elongation, this period includes transcription initiation (failed or suc-

cessful), polymerase pausing (if any), and transcription termination. The binding process

has the same attributes as two molecules finding each other in any chemical reaction; and

the waiting period can be accounted for by having a time delay associated with the release

of the mRNA. In this sense, the components in the gene expression process are equivalent

to a delayed reaction, which differs from regular chemical reactions in that the reaction rate

constant only determines the consumption of the reactants, and the products appear some

time after the reactants are consumed. The method and results in implementing the delay

SSA on the eukaryotic gene expression process is recorded in chapter 4. The impacts of

various other factors on protein production such as noise, promoter efficiency, and length

of poly-A tail are also shown in chapter 3.
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Chapter 2

Messenger RNA Nuclear Export

2.1 Introduction

This chapter shows a mathematical model for mRNA migration in the nucleus from the site

of synthesis to a nuclear pore where it is exported. Various factors can affect the mRNA

export efficiency. These factors include the thickness and density of the chromatin layer,

the thickness and efficiency of the proposed PLF layer [23, 24, 37], and the location of the

mRNA synthesis site relative to the nuclear envelope. The method used to simulate the

molecular movements is the Gillespie algorithm [28, 29]. Because mRNA molecules have

different sizes and size is one of the main factors that influences the diffusion coefficient,

the stochastic rate constant that determines the frequency of movement in the Gillespie

algorithm is dimensionless and chosen arbitrarily. This means that the simulated time is

also dimensionless. The details of the model are described in the next section.

2.2 Methods

The mRNA exit time is modeled with a two-dimensional square space that represents a por-

tion of the nucleus whose top and bottom are bound by the normally impenetrable nuclear

envelope and the heterochromatin layer, respectively. The sides are periodic boundaries to

account for the input from and output to the nearby space. The simulation method used

here is stochastic simulation of individual mRNAs. This method is used over solving the

diffusion equations because the full probability distribution for exit times is not easily re-

coverable from solutions of the diffusion equation. The space has a lattice-like structure:

Square cells are the basic units and each cell is in contact with four others as shown in
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figure 2.1. Each cell has two states: free and occupied. A particle has the possibility to

diffuse to a nearby cell only if that cell is vacant. The left and right boundaries are periodic

and the upper and lower ones are impermeable except at the mRNA exit sites as indicated

in the figure. The only way for a molecule to exit is by occupying one of the exit sites

and moving upward as the next step. The Gillespie algorithm [28, 29] is used to generate

the diffusive motion on this lattice. It takes the reaction probabilities used in Gardiner’s

spatio-temporal master equation [26] to determine the next event (reaction or diffusion)

and its time of occurrence. Therefore, the Gillespie algorithm is a stochastic realization

of the probability evolution given by the master equation. The stochastic rate constant in

the Gillespie algorithm is 0.4 in the space between the dense chromatin and the PLF layer

(call it the middle space). The rate of synthesis at the addition site is also governed by the

Gillespie algorithm and its rate constant is 8× 10−5 unless otherwise stated. This small

number ensures that there is a small number of molecules in the system at any given time

and thus that the effect of collisions is negligible. The nuclear environment is crowded

with macromolecules and the diffusion of macromolecules in such a space is complex. It

depends on many factors that are difficult (but possible) to measure such as the aggregation

level of the background molecules [30]. It is assumed here that the hindrance to a particular

molecule caused by collisions with other macromolecules can be factored into the density

of the nuclear environment. Interactions between mRNA molecules from the same gene

are negligible.

The Gillespie algorithm works as follows: first, determine all the possible combina-

tions of molecules in a space that can react; second, determine the likelihood (propensity)

for each reaction; third, based on the total propensity and a randomly generated number,

generate a random time for the next reaction to occur; last, based on the magnitudes of the

propensities and another randomly generated number, determine which combination is the
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Figure 2.1: A 10× 10 lattice-like space which contains two mRNA exit points and one
mRNA addition point with actin filaments on the upper moiety and chromatin on the lower
one.

next reaction. For example,

A+B
k1−→C

k2−→ D

has two reactions. If a, b, c, and d represent the molecule numbers of their respective

species, the propensity for the first reaction is k1ab, and that of the second reaction is k2c,

where k1 and k2 are stochastic rate constants. The time it takes for the next reaction to

occur is

τ = (1/a0)ln(1/r1)

where a0 = k1ab+k2b and r1 is the random number drawn from the uniform distribution in

the unit interval. Using another uniformly distributed random number r2, the choice of the

next reaction is determined: if r2 <
k1ab
a0

, it is the first reaction; if r2 >
k1ab
a0

, it is the second

reaction.

For a diffusing molecule the diffusion probability constant (DPC) of each possible

movement is determined by the environment the molecule is in. For a molecule immersed

in the middle space, the probability constants for it to move in all directions are identical;

for a molecule immersed in a chromatin layer with uniform density, its probability con-
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stants are uniformly lower; and for one that is at the interface between the middle space

and the chromatin layer, there are different probability constants with respect to ascending

and descending movements because it takes more time to travel the same distance into a

denser region (the chromatin layer) than into a less dense one (the middle space). Table 2.1

gives a summary of the DPC settings. More details can be found in later sections.

To calculate the time τ:

τ = (1/a)ln(1/r1)

where a is the sum of the propensities and r1 is the random number from the uniform

distribution in the unit interval.

The goal of the simulation is to obtain the individual times for a molecule in the sys-

tem to exit through one of the openings while different parameters are varied in order to

understand the influences of various nuclear structures on the exit times.

The possible role of the PLFs is tested by having a bias in the diffusion probability

constant at the top filamentous layer in the directions perpendicular to the nuclear enve-

lope. The dense chromatin is located at the bottom of the simulation space: the diffusion

probability constant is smaller there than in the middle space (between the PLF and dense

chromatin). This is implemented in one of two ways:

• There is a probability constant gradient across the depth of the chromatin layer rang-

ing from that of the middle space at the top to a value of 0 at the bottom of the dense

chromatin layer.

• There is a fixed, smaller probability constant in the entire chromatin layer.

In some of the scenarios, the mRNA synthesis site is consistently located outside of the

chromatin layer whereas in others its position can be either inside or outside of the dense

chromatin layer.

The coordinate system is thus: The top-left cell in the square space in figure 2.1 has the
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coordinate (1,1); the x axis extends towards the right and the y axis extends downwards so

that the bottom right cell has the coordinate (10,10) in the lattice illustrated in figure 2.1.

The coordinates of a cell are listed as the y axis followed by the x axis, to be consistent with

the way Matlab organizes matrices: an element in a matrix is called upon by specifying

its row number before its column number. For example, (1,10) refers to the cell at the top

right corner in figure 2.1. The PLF layer is at the ceiling so its depth is an indication of the

y coordinate it extends to; the dense chromatin layer is at the bottom so its depth indicates

number of rows counting from the bottom.

To make the square simulation space better resemble the nuclear space where each

molecular movement covers a small distance compared to the size of the nucleus, it is

desirable to let the simulation space contain more cells. On the other hand, each simulated

molecule could potentially cover every cell in the space before finding the exit site so

the more cells there are, the more steps there are to simulate; and with each step taking the

same computational time, the longer the simulation process takes. With a modern computer

(four-core Xeon Mac OS X system), the simulation time for each molecule might take

tens of seconds but in order to obtain a set of data that has statistical significance, tens of

thousands of molecules need to be added, which can be very time-consuming. To balance

the need to have more cells with the necessity to keep the simulation time realistic, I decided

to make the square space contain 50×50 cells. With this setup, the exit sites are at (1,17)

and (1,33) in the aforementioned coordinate system.

In the first case for which results are shown in subsection 2.3.1, the chromatin depth is

varied in this 50×50 space and 10 000 molecules are added for each depth. There is a den-

sity gradient in the chromatin layer which ranges from being impenetrable at its bottom to

that of the middle space at the top. For each cell in the chromatin layer, its diffusion prob-

ability constants (DPCs) governing the left and right movements are the same, and they

decrease linearly for the cells that represent regions deeper into the chromatin region; the
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downward DPC of the cell is the same as the left and right DPCs for the cell directly below

it; and the upward DPC is the same as the left and right DPCs for the cell directly above

it. One could argue that the step for a molecule to move to a less dense environment is as

difficult as to move to an equally dense environment because in both cases, the resistances

surrounding the molecule are the same. In this sense, the upward DPC should be equal to

that in the left and right direction. However, for a molecule undergoing obstructed Brow-

nian diffusion, its observed movement from one point to another almost always involves

its moving between these points many times, so the propensity to move in a direction is

reflective of the preference of this molecule after it has explored both its starting point and

its destination. Effectively, there is a bias for a molecule in the chromatin layer to move

upward rather than downward.

To test the validity and scalability of the program, the square simulation space is scaled

up to 100×100 so there are four times as many cells. In order to theoretically obtain the

same exit time, the diffusion probability is also quadrupled. The exit sites reside at the

same places except that each is two cells wide. Since in the 50×50 space an NPC-residing

molecule’s next movement must either lead to its exit or to its leaving the NPC before

it has another chance to exit, the 2-cell-wide exit sites pose a difficulty because there is a

possibility that a molecule could move from one cell to the other within one exit site leading

to a higher exit probability. This problem is dealt with by requiring a molecule that moves

within the exit site to leave and re-enter it as a prerequisite to exit. Another adjustment made

to the 100×100 space is by reducing the diffusion probability of the process of entering one

of the exit sites to 3/4 because by making each exit site 2 cells wide, there are 4 instead of

3 adjacent cells in the vicinity of each exit site to absorb molecules.

The program is also implemented in three-dimensional space with 50 cells in each

dimension. This is to prove that the two dimensional square space can produce quali-

tatively the same result as the three dimensional model. The mRNA addition site is at

21



(x,y,z) = (25,28,25) in which the y coordinate is the depth and there are 25 exit sites

evenly distributed at the surface defined by y = 1.

In consideration of the computational speed, the rest of the results were computed in

the 50×50 space unless otherwise noted.

The case of homogenous chromatin density is studied by having a layer with reduced

DPC (40% of that for the middle space in most cases) at the bottom of the square space. The

thickness of the chromatin layer is varied. At the interface between the middle space and

the chromatin layer, the row of cells directly above the chromatin layer assumes the DPC of

the middle space except that its downward value is the same as for the chromatin layer; the

row of cells directly below the middle space assumes the DPC of the chromatin layer except

that its upward value is the same as for the middle space. This setup is consistent with that

for the gradient chromatin and it is done this way for the same reason as discussed on page

21. In one of the tests, the mRNA synthesis site relocates with the chromatin depth so that

it is always immediately outside of the chromatin layer. In the other test, the synthesis site

is located at (15,25) so that it shows only the effect of the chromatin depth. These results

are shown in sections 2.3.3 and 2.3.4.

The effect of having the mRNA molecules being synthesized outside as opposed to

inside of the constant-density chromatin layer is studied by setting the chromatin layer at

a constant depth of 30 with the DPC in it being 10% that in the middle space, and then

varying the y coordinate of the synthesis site. The results are shown in section 2.3.6. In

this case, the exit time is affected by both the hindrance of the chromatin layer and by its

proximity to the nuclear envelope. The effect of the proximity alone is tested by varying

the mRNA synthesis site in a square space with no chromatin or PLF layer. Section 2.3.7

shows the results.

The impact of the PLF on the export process of the mRNA molecules is modeled by

having smaller horizontal probability constants than the vertical ones, favoring the up-down
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movements in the PLF layer. To test whether there is an ideal affinity between the mRNA

molecules and the PLF, the ratio of the left-right to the up-down diffusion probability con-

stants is varied. Because a molecule that is bound to the PLF has the same amount of

thermal energy as an unbound one, the sum of the diffusion probability constants in all four

directions is the same in both cases. The difference is that for the bound molecule, the DPC

in the up-down directions is greater than in the left-right directions. The results are shown

in section 2.3.8.

Table 2.1 summarizes the parameter setups.

2.3 Results

2.3.1 Varied chromatin depth with density gradient

With the addition site at (28,25), no PLF layer, and with chromatin density gradient, as

shown in table 2.1, the normalized distribution of exit times for a chromatin depth of 35 is

obtained. Among the distributions that have the positive real semi-axis for their support, the

Weibull distribution has the versatility of being either heavy-tailed, exponential, or light-

tailed. The probability density function of a Weibull random variable t ≥ 0 (in this case,

exit time) is

f (x) =
k
λ

( t
λ

)k−1
e−(t/λ)k

, (2.1)

where λ is the scale parameter and k is the shape parameter. Figure 2.2 is the fitted plot

for one set of simulations. The fitted equation is able to capture the rise and the fall of the

distribution although the peak of the data is not adequately represented.

The prediction that says a thicker layer of gradient chromatin can help mRNA molecules

in the system to exit is based on the assertion that a thicker layer of chromatin makes it more

difficult for the molecules to reach further into the chromatin layer, hence it would, in ef-
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Figure 2.2: Exit time probability distribution with chromatin layer depth=35 along with its
Weibull distribution fit. In the Weibull distribution, equation 2.1, λ = 4045 and k = 1.214.

fect, reduce the volume that a molecule has to search to find the NPC; the other side of the

argument says that a thicker layer of chromatin can hinder the movement of the molecules

in it and therefore increase the time of searching. By recording the molecule that spends

the most time in the space from the simulated ensemble, figure 2.3 shows the time it spends

in each cell. It shows that for this particular molecule, the latter argument seems to have

merit because this molecule does spend quite some time in the chromatin layer. To show

how much the hindrance by the chromatin layer contributes to the longer dwelling time,

figure 2.4 is the visitation frequency map by the same molecule. Note that the lower right

quarter of the map in figure 2.3 that shows a higher level of visitation time than the upper

right quarter is much less frequently visited in figure 2.4, implying that each visit takes

longer.

To see if this one molecule is representative of the overall effect of the chromatin layer,

figure 2.5 shows in relative terms the collective duration that each cell hosts a total of
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Figure 2.3: The time spent in each cell of the square space by the molecule that takes the
longest to exit (right). The panel on the left shows the chromatin density gradient.
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Figure 2.4: Same as figure 2.3 except that the visitation time is replaced by visitation
frequency, i.e. the number of simulation steps spent at a site.
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Figure 2.5: The fraction of time that an ensemble of 10 000 molecules spends in each
cell. The bright spot at (28,25) is the synthesis site and it is more visited because every
molecule added to the system has to visit the spot at least once. The two dark spots at the
top represent the exit sites.

10 000 molecules. Contrary to the point made with the longest-dwelling molecule, figure

2.5 shows that the argument that says a gradient chromatin layer at the bottom shortens exit

times is more valid in characterizing the overall trend of a statistically significant collection

of molecules because the deeper into the chromatin layer, the less time is spent there by the

molecules. In other words, a chromatin layer with gradient helps to exclude the diffusing

molecules.

The reason that the vicinity of the chromatin exit sites are less visited than their sur-

roundings is that there is a selection effect taking place as follows. Each molecule covers

the square space unevenly in that is covers some areas more than others even if there is no

chromatin layer. The one that happens to spend much of its time within the lower right cor-

ner, for example, is allowed to do so; but the one that happens to diffuse near the NPC is less

likely to spend much time there because diffusing near the NPC favors exiting, and once it
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has exited, the subsequent movements near the NPC that could have happened should there

be no NPC would not. This selection effect is analogous to the explanations of some of

the phenomena in evolution such as why flying birds know to avoid crashing into trees. By

chance, the instinct that leads a bird to crash into trees has equal, if not more, probability

to be first conceived than the one guiding the bird to avoid trees, but the former instinct is

quickly extinguished by the death of the body that hosts it whereas the latter is passed on

through the generations along with other instincts that positively serve their hosting bodies.

Another more quantitative way of observing how much the gradient chromatin layer

assists in improving the exit time is to plot the cumulative probability distributions at dif-

ferent chromatin depths (figure 2.6). Each point on the graph represents the exit probability

for a molecule (the ordinate) and the time (the abscissa) to reach that probability. The re-

sult shows that by increasing the chromatin depth from 5 to 35, there is a shortening of

exit times by about 30% for the most part of the cumulative probability because the time

to reach each probability for chromatin depth at 35 is 70% that for chromatin depth at 5.

Though it doesn’t seem to be a huge improvement, a speed increase of this magnitude can

be significant in evolution especially since for many genes the export process is the most

time consuming part of gene expression from activation to the appearance of the protein

product [3].

The comparative cumulative exit time distribution between 50×50 and 100×100 is

shown in figure 2.7. The small discrepancy between the two different sets of simulations

could be due to the faster speed, caused by the higher diffusion probability, in moving

back into the exit site after leaving it as a result of an unsuccessful exit attempt. The

close agreement between the 50×50 and 100×100 systems means that the 50×50 system

is representative of a system with more grids.

The cumulative exit time distribution for the molecules in the three dimensional space

is shown on figure 2.8. The curves representing the exit probabilities at different chro-
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Figure 2.6: Cumulative exit time distribution at various dense chromatin depths with a
chromatin density gradient.
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Figure 2.7: Cumulative distribution of exit times in both 50×50 and 100×100 square
spaces. PLF depth=0; chromatin layer depths are shown in the graph itself. The parameters
for 50×50 space are the same as in figure 2.6. As for 100×100 space, the parameters are
as follows: Counting from top down and left to right, the molecule addition site is (56, 50).
The DPC outside the dense chromatin layer is 1.6 (4× that for 50×50 system). The exit
positions are (1, 33), (1, 34), (1, 66), and (1, 67). For each 100×100 curve plotted, 2000
molecules go through the system as opposed to 10 000 for the 50×50 systems.
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Figure 2.8: Cumulative distribution of exit times in the 50× 50× 50 three-dimensional
space.

matin depths display qualitatively the same chromatin depth effect as does figure 2.6. This

means that the results from two-dimensional simulations also apply qualitatively to three-

dimensional space.

2.3.2 Varied chromatin depth and mRNA synthesis site with

density gradient

The nucleolus is well known to be the center for rRNA production. Similarly, it is pro-

posed that mRNA molecules are also synthesized in transcription factories which are lo-

cated outside of the chromatin region. This means that despite the dynamic nature of the

chromosomes, the transcription factories always stay outside but near the surface of the

chromatin.

In the case of a varied gradient chromatin depth with an mRNA synthesis site that

always stays directly outside of the chromatin layer, the cumulative exit time distributions

are shown in figure 2.9.

The difference between Figs. 2.9 and 2.6 is mainly at the beginning of the curves where
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Figure 2.9: Same as figure 2.6 except that the mRNA synthesis site moves to stay above
the dense chromatin layer. The inset is a magnified view of the beginning of the curves.

in figure 2.9 the curves are farther apart than those in figure 2.6. The reason is that varying

the position of the addition site, in the case shown in figure 2.9, affects the early-exiting

molecules simply due to the different distance that has to be travelled to exit from the

addition point at each chromatin depth. This is supported by the inset graph which shows

the early exits for all chromatin depths. To reach the 5th percentile, which is the beginning

of the maximum exit rate, it takes approximately 9 times as long for the system with a

chromatin depth of 5 (synthesis site at y = 45) as it does when the chromatin depth is 35

(synthesis site at y = 15). The ratio of 5th percentile exit times is therefore the square of

the ratio of synthesis site depths. This is consistent with the well-known equation χ2 = 2Dt

where χ is the distance travelled, D is the diffusion coefficient and t is the time. Here χ ≈ y.

On the other hand, late-exiting molecules survey much of the square space often more than

once before exiting so the varied distance between addition site and NPC plays a relatively

small role in the exit time for them.

In figure 2.9, the reason for the curve at chromatin depth=5 to have an ≈ 0 slope at

the beginning is that, due to the long distance between the synthesis site and either of the

exit sites, the rate at which the molecules arrive at an exit site increases more slowly at
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Figure 2.10: Same as figure 2.9 except that the diffusion probability constant gradient is
replaced by a constant value that is 40% of that in the middle space.

the beginning. On the other hand, the early-to-exit molecules in the case of chromatin

depth=35 are closer to one another before the rate of arrival at the exit sites reaches the

maximum. Therefore, there is no qualitative difference between these two curves.

2.3.3 Varied chromatin depth with constant density

The cumulative distribution of the case where the chromatin layer has a homogeneous

density with the mRNA synthesis site staying outside of the chromatin layer is shown in

figure 2.10. The effect on exit time in this case is caused by both the chromatin depth and

the proximity of the synthesis site to the exit sites. The visitation time map at chromatin

depth = 35 is shown in figure 2.11. It shows that the diffusing molecules are by and large

excluded from the chromatin layer and those molecules that do diffuse in it are not able to

compensate for the low visitation frequency by staying longer with each visit.
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Figure 2.11: The fraction of time the molecules spends in each cell. The chromatin depth
is 35, the synthesis site is at (15,25), and the chromatin layer has a constant density.

2.3.4 Varied chromatin depth with fixed synthesis site

The effect of varying chromatin depth alone on the exit time is shown in figure 2.12.

This shows that a thicker chromatin layer with homogeneous density assists the exit of

the mRNA molecules. The hindrance to the movement of the molecules due to the chro-

matin density in this case is only set at 40%. Section 2.3.5 shows the effect of the chromatin

density. Comparing with figure 2.10, the major difference in this figure is at the beginning

of the curves which are closer to each other in the case of figure 2.12. The reason is due to

the locations of the mRNA synthesis site and were previously explained in section 2.3.2.

2.3.5 Varied chromatin density

The diffusion probability constant for the molecules in the chromatin layer is varied and

the result is shown in figure 2.13. This shows that mRNA exit time is shortened with higher
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Figure 2.12: Same as figure 2.10 except that the mRNA synthesis site is fixed at (15,25)
which is always outside of the chromatin layer.

density of the chromatin but only up to a point beyond which an even higher density would

not make any difference. This is due to the exclusion of the overwhelming majority of the

molecules from the chromatin layer because exclusion is the only conceivable means by

which the chromatin layer shortens exit time.

2.3.6 Varied mRNA synthesis site with fixed chromatin layer

The cumulative exit time distribution with fixed chromatin depth and varied mRNA syn-

thesis site is shown in figure 2.14. For the cases of the mRNA synthesis site being in the

middle space, changing its proximity to the nuclear envelope does not have a significant

impact on the exit time even though a factor of ten seems to be quite a difference in terms

of distance. On the other hand, varying the distance from 16 to 28 caused the molecules

to exit much more slowly. The reason is that at y = 28, the synthesis site is buried in the

chromatin layer, and the chromatin hinders the movement of the molecules. At y = 40,

the exit time is even longer. This shows the incentive for the eukaryotic system to have the

mRNA molecules manufactured at a place that is different from the place where their genes
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Figure 2.13: The cumulative exit time distributions at different DPCs. The chromatin layer
thickness is 30 and the mRNA synthesis site is directly above it.

reside normally.

2.3.7 Varied mRNA synthesis site

The cumulative exit time distribution with varied mRNA synthesis site in a square space

with no chromatin or PLF layer is shown in figure 2.15. While the closer the synthesis site

is to the nuclear envelope, the faster the molecules exit, the difference in exit times between

having the synthesis site at 4 and 16 (8 and 32% of the total depth of the simulation space)

is greater than that between at 28 and 40 (56 and 80%). The further away from the exit

sites, the less of an impact synthesis site position is expected to have on the exit time of

the molecules. On the assumption that the nucleus is much bigger than the space modeled

here, this result is consistent with the study that finds that the diffusing mRNA molecules

in the nucleus tend to cover much of the inter-chromatin space before exit with little regard

to where the physical release site is for these molecules [67].
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Figure 2.14: Cumulative exit time distributions as the mRNA synthesis site varies. The
chromatin thickness is at 30 so the synthesis sites of 28 and 40 are inside the chromatin
layer. The diffusion probability constant in the chromatin layer is 10% of that in the middle
space. There is no PLF layer.
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Figure 2.15: Cumulative exit time distributions as the mRNA synthesis site varies. There
is no PLF or chromatin layer.

36



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10000  20000  30000  40000  50000

C
um

ul
at

iv
e 

pr
ob

ab
ili

ty

Exit time

ratio=0.01
ratio=0.03
ratio=0.1
ratio=0.3

ratio=1

Figure 2.16: Cumulative time distribution of exit times with varying left-right to up-down
diffusion probability ratio. PLF depth=20; dense chromatin depth=0.

2.3.8 PLF proficiency

With the PLF depth at 20 and no chromatin layer, the cumulative exit time distributions at

various left-right to up-down DPC ratios are shown in figure 2.16. As the ratio increases

from 0.01 to 0.1, the exit time increases because although the very small ratio (strong

up-down movements) may allow many molecules to diffuse upward towards the nuclear

envelope, the deficiency of left-right movements cannot move them to one of the NPCs.

On the other hand, as the ratio approaches 1, the bias for a molecule to move upward is lost

so its path tends to cover the two dimensional area where the PLF resides in search of an

NPC. The preferred ratio is ≈ 0.1.

As the result of the model shows, there is a preferred ratio to promote the shortest

exit time. This ratio can be biologically achieved either by having the PLFs branch later-

ally which is already known to occur [37] or by adjusting the affinity of the transported

molecules for the PLFs. A combination of both means is also possible.
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2.3.9 Discussion

The goal of this chapter was to gain a sense as to how an mRNA molecule is transported

from the synthesis site to the NPC, considering only passive diffusion. The chromatin,

which is the predominant structure of the nucleus, can affect the exit efficiency with its

density. A denser chromatin layer favors mRNA exit if it is synthesized outside of the

chromatin layer so that not too many molecules are trapped in the chromatin layer. This idea

of manufacturing mRNA outside of the chromatin layer is supported by the experimental

evidence of transcription factories. The benefit of doing so with regard to the exit time

is that the mRNA molecules are less likely to be trapped in the chromatin layer. The

consequence of an mRNA being trapped is discussed in section 2.3.6. One of the factors

that prevents the chromatin from assuming an extremely dense structure to facilitate the

exit of mRNA molecule is that after the density reaches a point, a higher density would

not make a significant difference; the other factor is that the genes need to be accessed by

molecules such as the activators in order to be useful.

Solid state transport of the mRNA molecules along the PLF is a controversial con-

cept [1]. The result in section 2.3.8 shows that although favoring the movements of the

molecules in one direction improves exit time, the improvement is moderate. The structure

that is required to allow the attachment of molecules seems to be demanding. It should

allow the molecules to adhere to it without too much hindrance of their mobility because

the simulation does not assume any hindrance from the PLF layer. With hindrance, the

advantage of having the PLF would be decreased. An even more controversial idea about

mRNA transport is the one that suggests active transport. However, it has been shown that

the mobilities of mobile mRNA molecules do not depend on ATP which is a prerequisite

for active transport [67].

Efforts have been made to fit the exit time distributions to an analytic probability distri-

bution function (pdf) and the results are discussed in the next chapter.

38



Chapter 3

Model Fitting and Tail Study

In the pursuit of further understanding of the factors that affect the exit process, the next step

was to fit the exit probabilities to an explicit probability density function (pdf). Because

each pdf represents a set of underlying statistical assumptions, a good fit between a pdf and

several exit time distributions would suggest that the assumptions underlying a pdf might

apply to the exit time. Being able to find such a pdf would also allow the exit times to

be drawn from a distribution that is fully defined with, say, 2 parameters for the purpose

of simulation. This becomes useful when integrating the export process in a larger model

such as the entire gene expression as studied in chapter 4.

3.1 Method

The probability of a molecule exiting the space representing part of the nucleus with respect

to time looks like a potentially heavy-tailed distribution so the Weibull distribution was

chosen to fit the data. There are two parameters in the Weibull distribution: scale (λ) and

shape (k). The probability density (PD) function of Weibull is heavy-tailed when k < 1 and

vice versa. The results indicate k < 1 in some scenarios and k > 1 in others (see subsection

3.2.1). The question raised by k is whether the distribution is heavy-tailed because they are

not perfect fits. In the case of figure 3.1, the rising part of the distribution is not taken into

account by the pdf. For the export of mRNAs, it is important to know when the mRNA

molecules first arrive at the cytoplasm.

One way to test for a heavy tail is by using the fact that the cumulative distribution

function (cdf) of a Weibull distribution is: cdf= 1−e−(x/λ)k
, which means that −ln(ccdf)=

(t/λ)k where ccdf (complementary cumulative distribution function) is defined as ccdf =
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1− cdf. If the distribution is exponential, k should be 1 and the graph of −ln(ccdf) vs t

should be linear; the case of k < 1 (heavy-tailed) is represented by the graph being concave

down and vice versa. This is if the data indeed fit the Weibull distribution. Otherwise, it’s

only the tail for which these properties apply with this analysis. The results of this method

are discussed in subsection 3.2.2.

Another heavy-tail testing method is described by Bryson [10] that entails calculat-

ing the mean residual lifetime (MRL) of the tail as a function of time (t) where the mean

residual lifetime is the mean of the distribution after t. A heavy-tailed distribution is repre-

sented by an increasing function of MRL vs t and vice versa. The results are discussed in

subsection 3.2.3.

A third method used here to test for a heavy tail is provided by Kozubowski et al. [38].

In it, the survival function of the classical Pareto distribution is re-parameterized as:

S(x) =
(

1
1+ ωx

s

)1/ω
.

Maximization of the log-likelihood function requires finding the maximum of

Q(σ) =−n{1+ logσ+ log[
1
n

n

∑
i=1

log(1+Xi/σ)]+
1
n

n

∑
i=1

log(1+Xi/σ)},

with

s(σ) =
σ
n

n

∑
i=1

log(1+Xi/σ) ∈ (0,∞)

and ω = s(σ)/σ. Then the values of ω̂n and ŝn that maximize Q(σ) can be obtained through

σ. The likelihood ratio is

λn =
(eXn)

−n

n

∏
j=1

1
s

(
1

1+ ωx j
s

)1+1/ω .
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The deviance statistic −2logλn is compared to the critical value Cα,n where α is the signifi-

cance level. The null hypothesis that a distribution is exponential is rejected at a confidence

level α if −2log(λn) > Cα,n. For example, C0.10,∞ is 1.64, meaning that if a data set with

a very large number of data produces −2log(λn) > 1.64, then the null hypothesis can be

rejected with 90% confidence.

Because the Kozubowski method tests the Pareto against exponential distribution, it

works best when the data is either Pareto or exponential. Another method by Jackson [33,

38] tests both light tail and heavy tail against exponential distribution. It has the advantage

of not assuming any particular distribution for data that do not fit the null hypothesis. It

involves first calculating

Tn =
∑n

r=1 trnX(r)

∑n
r=1 Xr

,

where trn =
r

∑
i=1

(n− i+1)−1 with X being the data set with n points. For X sampled from an

exponential distribution, Tn deviates from a mean value of 2 following a normal distribution

with the standard deviation of n−1/2. For light-tailed or heavy-tailed distributions, Tn is

expected to be significantly less or more than 2, respectively. In the case of the latter, the

normal cumulative distribution function with mean= 2 and variance= n−1/2 evaluated at

Tn gives the probability that the data is heavy-tailed.

3.2 Results

3.2.1 Weibull fitting

The scale and shape parameters of the Weibull distribution as a result of the fitting shown

in figure 2.2 are λ = 4045.19 and k = 1.2136, respectively. The Weibull distribution is

heavy-tailed when k < 1 and vice versa. The result shows that the exit time distribution is
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Figure 3.1: The probability density distribution of the exit time with the set up given in
section 2.3.3 with the chromatin depth at 35. The solid curve is the fitted function.

probably light-tailed.

In order to confirm that it is the case for all the parameter settings in the simulations,

a few more data sets were fit to the Weibull distribution and one of the examples is shown

in figure 3.1 with λ = 2117 and k = 0.9319. This figure shows that it is not a good fit

especially because the rising part of data distribution is not represented by the function.

The shape parameter of the fitted function indicates that it has a heavy tail (k < 1) which is

inconsistent with the fitting result shown in figure 2.2. Note that the data lie above the fitted

curve suggesting that it could be heavy-tailed. This warrants an investigation into whether

or not the tail is really heavy and how many other cases give a heavy-tailed distribution.

3.2.2 ccdf test

Figure 3.2 is the plot of − ln(ccdf) as a function of exit time. The straight line fits the

later part of the curve quite well; however, the beginning part is obviously curved down

(k < 1). This means that if the probability distribution of the exit time is to be fit by

Weibull, the beginning part would require a different k than the latter part which means
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Figure 3.2: Same as figure 3.1 except that the y-axis is replaced by the negative of the
natural logarithm of the ccdf. The curved line is from the data and the straight line though
its later part is the linear fit to the probability density of the exit times that are greater than
the median value.

that Weibull might not be the ideal distribution to fit the data. It also means that the tail of

the distribution is apparently exponential.

3.2.3 Mean residual lifetime test

Figure 3.3 is one example of the MRL with respect to the exit time using the same data

set as figure 3.1. The tail portion is noisy but flat overall indicating that it is close to being

exponential.
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Figure 3.3: Mean residual lifetime after time t plotted against t. The data set is the same as
for figure 3.1.
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3.2.4 Kozubowski algorithm

The data from the simulation, according to Kozubowski’s Pareto test [38] gives different

results in different parts of the tail. Analyzing the data above the 60th percentile from a data

set with a total of 100 000 exits, −2log(λn) is 474.89 which is by far bigger than Cα,n at the

99.5% confidence level (∼6.63), which allows one to say with more than 99.5% confidence

that the distribution is not exponential. For data above the 80th percentile, −2log(λn)

drops to 6.37 which is approximately at the 99.5% confidence level; At 90th percentile,

−2log(λn) becomes 0.17, which is essentially exponential. This result is consistent with

the results from using the previous methods in that the latter part of the tail appears to be

exponential which cannot be said about the entire tail.

3.2.5 Jackson method

The result of the Jackson method tested with data from different chromatin depths with all

other parameters the same as for figure 3.1 is shown in table 3.1. P is the probability of

generating a normally distributed number with mean 2 and variance n−1/2 that is bigger

(for Tn > 2) or smaller (for Tn < 2) than Tn. The data set contains the exit times of 100 000

molecules except for the depths of 15 and 20 which contains 200 000 data points each.

For the rest of the results using Jackson’s method, 100 000 data points are used for each

parameter setting unless otherwise notified.

The same results with different parameter settings are presented in tables 3.2 to 3.4.

3.3 Discussion

The Jackson method shows that the case that convincingly gives a heavy tail is the one

in section 2.3.3 with a thick layer of chromatin of constant density. In this case, some
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Table 3.1: The assessment of the shape of the tail (Tn) and the probability (P) that the data
is generated from a normal distribution. All parameters except for the chromatin depth,
which is varied, are the same as figure 3.1.

Depths Tn P
0 1.9977 0.3581
5 1.9996 0.4776
10 2.0021 0.3694
15 1.9951 0.1358
20 2.0008 0.4300
25 2.0099 0.0585
30 2.0214 3.580 ×10−4

35 2.0328 1.0712×10−7

Table 3.2: Results of Jackson’s method for section 2.3.1.
Depths Tn P
5 2.0049 0.2202
15 2.0041 0.2562
25 1.9928 0.1259
35 2.0048 0.2247

Table 3.3: Results of Jackson’s method for section 2.3.2.
Depths Tn P
0 1.9977 0.3582
5 1.9888 0.0388
20 2.0073 0.1230
35 2.0080 0.1016

Table 3.4: Results of Jackson’s method for section 2.3.8.
PLF Ratios Tn P
0.3 1.9878 0.0269
0.1 2.0073 0.1366
0.03 2.0022 0.3735
0.01 1.9918 0.1105
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molecules can get into the chromatin layer and could stay there for some time which pro-

longs the exit time. This is the cause of the heavy tail. With a thin chromatin layer with

the same nature, though a molecule has similar probability to enter the layer, it has more

chances to leave it within a reasonable period of time, hence no heavy tail is observed.

Trying to find a distribution to fit the heavy-tailed data has not turned out to be fruitful.

Several distribution functions supported on the range 0 to ∞ have been tried. The best fits

are Weibull and lognormal (figure 3.4).

There is a possibility that none of the two-parameter distribution functions would be

able to fit the data perfectly simply because a two-parameter distribution has limited flexi-

bility. The data gathered in mRNA exit model might require more flexibility because their

underlying statistical assumptions are more complex than what a two-parameter distribu-

tion typically attempts to capture. The complexity derives from that of the system which is

heterogeneous in its structure.

In a complete eukaryotic gene expression model, especially one that embraces the

stochastic side of biochemistry, the mRNA export time has to be randomly drawn. Because

no one distribution function can fit all the data, the exit times can be drawn from the data

themselves. With each data set consisting of about 100 000 points, the bias in the drawing

process can be kept low. One of the reasons that real time is not used in simulations in this

chapter and chapter 2 is that, in the nucleus, each species of mRNA has its average export

time, depending on its size. A distribution in real time can be easily obtained by aligning

the average time in the simulated data with the average export time from experiments. This

point is demonstrated in chapter 4.
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Figure 3.4: Same data as figure 3.1 fitted with the lognormal distribution.
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Chapter 4

Delay Stochastic Simulation of a Complete Eukaryotic
Gene Expression

With the individual steps in the eukaryotic gene expression pathway well studied and well

understood by researchers, the next task is to put the steps in context with one another and

to study their behaviors and influences on one another as a system. This chapter presents

the development of a model to simulate the eukaryotic gene expression process from the

activation of a gene to the production of the proteins. It emphasizes the noise of the system

and the protein production pattern at various parameter combinations.

4.1 Method

4.1.1 Reaction equations

The gene expression process is divided into 3 steps: DNA-to-mRNA transcription, mRNA

splicing and mRNA transport, and mRNA translation. The system starts with transcrip-

tional promoters, RNA polymerases, and ribosomes. The transcription step is modeled as

a delayed process. In explicit form, it is

Pro(t)+RNAP(t)
k1−→ Pro(t + τ1)+RNAP(t + τ2)+pre-mRNA(t + τ2) (4.1)

in which Pro is a transcriptional promoter and RNAP is RNA polymerase. The delayed

mass-action notation [57] means that for the transcriptional promoter and the polymerase

that bind at time t, the promoter is cleared after time τ1 and the RNA polymerase along

with the pre-mRNA are released when transcription is complete after time τ2.

Due to the relatively constant and high concentration of spliceosomes in the transcrip-
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tion factory, the mRNA splicing process is expressed by a pseudo-first-order chemical re-

action:

pre-mRNA
k2−→ mRNAn (4.2)

where mRNAn means nuclear mRNA.

There is another delay in mRNAn export:

mRNAn(t)
k3−→ RBS(t + τ3) (4.3)

where RBS is a ribosome binding site. Though the RBS exists in an mRNA when it is in

the nucleus, it is after its export to the cytoplasm that it can actually bind to ribosomes.

The translation step is:

RBS(t)+Ribosome(t)
k4−→ RBS(t + τ4)+Ribosome(t + τ5)+Protein(t + τ5). (4.4)

The last step is the decay of RBS:

RBS
k5−→ . (4.5)

All the delays are randomly generated according to distributions. All except for τ3 are

drawn from gamma distributions with variance to mean ratio arbitrarily chosen as 30%. τ3

is drawn from the distribution obtained in chapter 2. The details are described in section

4.1.2.

An mRNA can be exported as soon as it has been spliced and packaged into an mRNP.

Thus, there is no distinct “commitment to export” step implied by the rate constant k3, so

equations 4.2 and 4.3 can be combined into one reaction:

pre-mRNA
k2−→ RBS(t + τ3). (4.6)
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In the end, equations 4.1, 4.4, 4.5, and 4.6 constitute the delay SSA model.

4.1.2 Parameter adjustment

The parameters such as the number of polymerase molecules, the reaction coefficients,

and the delays need to be adjusted to accord with biological facts so that the results are

comparable to experimental data. The organism chosen to obtain the data is Saccharomyces

cerevisiae (yeast) because it is the simplest eukaryotic model organism in biology. The

notation ki is usually used for deterministic rate constants while ci is used for stochastic

rate constants

The maximal transcription initiation rate is one initiation every 6-8 seconds, achieved

by using an efficient promoter [32]. Assume that half of this time is due to the polymerase

finding the promoter and half is due to the regeneration of the promoter, then τ1 = 4s. The

next task is to obtain c1 from the other half of the 8 seconds. According to the theory of

stochastic chemical reactions, the reaction probability density function is given by [29]:

P(t) = ae−at

with a = c ·N1 ·N2, where the Ns are the numbers of molecules of each species. The first

moment (the average) of t is given by

∫ +∞

0
tP(t) =

∫ +∞

0
ate−at =

1
a
.

Therefore, 1/a1 = 4s. The number of copies of the promoter here is 1. Since the number of

RNA polymerase II molecules is about 5 times the number of genes [8, 11] and assuming

that half of the genes are concurrently active and are dependent on RNA polymerase II for

transcription, the number of RNA polymerase II molecules devoted to each active gene is
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about 10. Hence, c1 = 1/40s. With other promoters that are less efficient, we could have

1
a1

= 50 =⇒ c1 =
1

500
s−1.

The average gene length in yeast is 1.6kb and the transcription rate is between 1.1kb/min

and 2kb/min [32, 45] so the average length of time for transcription is about 70 s. The ter-

mination process takes about 50 s [76]. Therefore, τ2 ≈ 120 s.

The reaction coefficient for splicing of introns is between 5 and 30 per hour [3]. The

relationship between the mean reaction time ⟨t⟩ and the propensity a is still ⟨t⟩= 1/a. With

a pseudo-first order reaction, c is the same as a, hence c2 is between 0.0014 and 0.0083

s−1. The reason for modeling the splicing step as a pseudo-first order reaction is that while

the mRNA is being transcribed, there is a fair chance that the splicing machinery can as-

semble on it. The halflife of a mature mRNA in the nucleus due to the export process is

2.5 to 4.4 minutes [3]. With the correlation between half life (t1/2) and mean life time (τ)

being t1/2 = τln2, the mean life time is 3.6 to 6.3 minutes. The exit time distributions, as

discussed in chapter 3, cannot be fitted to one particular distribution which means that the

random variable that is the exit time cannot be drawn from an explicit probability distri-

bution function. However, each set of data collected at a parameter setting in chapter 2 is

large enough to constitute a statistically significant collection, and the mRNA exit times

can be drawn from one of these data sets. Note that the times produced in chapter 2 are

dimensionless – partly because the model is a two-dimensional representation of a three-

dimensional space – so the time drawn must be scaled to real time. The mean life time is

between 3.6 to 6.3 minutes, and assume that the scenario shown in section 2.3.1 with the

chromatin depth at 35 has a mean life time of 4 minutes. The quotient of the mean life time

(4 minutes) over the mean value of the data set is the scale factor, which multiplied to the

drawn value from the data set produces the exit time in real time.
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The number of ribosomes in a yeast cell is about 310000 [55] and the number of mRNA

is about 60000 [76] so the number of ribosomes is 5 times that of mRNA. This is roughly

consistent with the result that says that each ribosome, on average, is associated with 154

nucleotides [76] and that an average gene is 1.6 kb in length, meaning that an mRNA can

hold 10 ribosomes at maximum capacity. Since the ratio between ribosomes and mRNA is

only 5, the ribosome is the limiting species.

Under fast growth conditions, there are 13000 translation initiations per cell per second

[69] and under slower growth conditions, this number can be expected to be lower. With

the number of mRNA molecules in a cell being 60000 [76], it can be calculated that each

translation initiation on an mRNA takes about 10 seconds. This duration is caused by the

process of ribosomes finding the mRNA as well as the process of initiating translation.

Since the ribosomes are limiting, I assume that most of the 10 seconds are spent on the

process of finding the mRNA. Set 1/a4 = 7 s so c4 = 1/70 s−1 and τ4 = 3 s.

The translation speed is between 5 and 10 amino acids per second [5] and the average

gene length is 1.6 kb [40] so the translation process takes about 1 minute which is τ5.

The median mRNA decay constant is 5.6×10−4 s−1 [70] which is also c5.

For lack of numerically precise experimental data, the variances of the delays that fol-

low the gamma distribution are set arbitrarily to 30% of their respective means.

4.2 Implementation

The standard Gillespie SSA typically deals with elementary reactions for which the emer-

gence of the products occurs at the same time as the consumption of the reaction. This way,

the Gillespie algorithm simply decides, based on the reaction propensities, which reaction

will be next and the time it takes; and then the reaction finishes by updating the number of

molecules of the involved species and the time. The delay complicates the situation in that
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a reaction usually does not complete in one step because the consumption of the reactants

occurs significantly earlier than the output of the products. In some cases, different prod-

ucts appear at different times. In equation 4.1, for example, the promoter (Pro) appears at

τ1 after the reaction starts, and the RNA polymerase (RNAP) and the pre-mRNA appear at

τ2.

To accommodate the delay, the reactions are divided into reacting and generating events

[9, 27, 54, 59]. The Gillespie algorithm is used for the reacting events by deciding which

reaction is next and its associated reacting time. The time delay associated with the gener-

ating step is stored in an array so before the next reacting event can occur, the ∆t from the

Gillespie algorithm must be checked against the delay array. If the smallest time remaining

in the delay array is smaller than ∆t, the corresponding generating event will take place,

and the smallest delay time is subtracted from every remaining element in the delay array.

Otherwise, if ∆t is smaller than the smallest element in the delay array, the corresponding

reacting event will take place, and in addition to updating the overall time, ∆t is subtracted

from every element in the delay array.

As stated in section 4.1.1, all the delays except for τ3 are drawn from the gamma dis-

tribution. In reality, the RNA polymerases cannot pass one another during the transcription

process. However, in the simulation, there is a chance that the next τ2 is smaller than one

of the existing ones that represents transcription on the same chain of mRNA. This is dealt

with by drawing the delay repeatedly until it is longer than any delay of the same type on

the same chain. This rejection process also applies to τ5.

Often in nature, a gene is activated for a limited period of time in response to external

stimuli. This feature is simulated by allowing the promoter (Pro) to exist for a length of

time. When the time expires the variable that keeps record of the promoter quantity is set

to 0. The transcription processes that have already started are allowed to finish, and the

promoter that is bound to the polymerase (RNAP) is not disabled immediately but will be

54



 0

 10

 20

 30

 40

 50

 60

 70

 0  1  2  3  4  5  6

pr
ot

ei
n 

co
un

t

time (h)

Figure 4.1: Protein production with respect to time. The bin width is fixed at 60 seconds,
and there are 70 ribosomes.

when τ1 expires. Similarly, a translation in progress is also allowed to finish in the event

that the RBS that started it is degraded.

4.3 Results

4.3.1 Protein production distribution

The distribution of the protein production quantity with respect to time is shown in figure

4.1. The gene is activated for one hour. The protein quantity is the number of proteins

produced in 60-second intervals and the time is since the beginning of the gene activation.

The number of ribosomes devoted to the translation of this gene is 70.

At the beginning after the gene activation, there is a short period of time during which
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there is no protein production. This is simply due to the delays. Then the mRNAs start to

arrive in the cytoplasm and translation starts. The arrival times for the mRNAs are different

and before the amount of mRNA molecules is able to exhaust the free ribosome stock,

protein production is at a lower level. Since τ4 is much smaller than τ5, it does not take

many mRNAs to keep almost all the ribosomes busy at translation which explains the fast

rise of the protein production rate.

The maximum protein production rate after that is when there are enough mRNAs to

bind to almost all of the ribosomes, and the maximum is defined by the number of ribo-

somes available. To show that the ribosomes are indeed limiting, their number was in-

creased to 700 with the results shown in figure 4.2. With all the other parameters and initial

conditions being the same between figures 4.2 and 4.1, the fact that 9 times more ribosomes

are associated with a nearly 9 times higher maximum protein production rate indicates that

the ribosome is limiting.

Some time after the activation time has expired, the availability of the mRNA to the ri-

bosomes starts to decrease. It then reaches a point where the ribosome quantity is no longer

limiting and mRNA becomes limiting. This transition is shown by a sharp decrease in pro-

tein production. After the transition, the number of cytoplasmic mRNAs determines the

protein production rate which stays at a fairly constant level for a fixed number of mRNAs.

The last horizontal cluster of points from ≈2.75 to ≈5.25 hours in figure 4.1 is when there

is only one cytoplasmic mRNA left. The cytoplasmic mRNA levels for figures 4.1 and 4.2

are shown in figure 4.3 and 4.4 respectively. Note that the mRNA counts represent the ex-

isting number of mRNAs in the cytoplasm whereas the protein counts represent the number

of proteins being produced in an interval of 60 seconds.

One of the features of figures 4.1 and 4.2 is that even though their activation times are

the same and the difference is only in ribosome number, the overall gene expression process

lasted much longer in the case of the latter. This is at first glance unexpected because
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Figure 4.2: Protein production with respect to time. The parameter settings are the same as
for figure 4.1 except that the number of ribosome is 700 instead of 70. Note that the time
axis is on a greater scale.
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Figure 4.3: Cytoplasmic mRNA level with respect to time. It is obtained from the same
simulation that generated figure 4.1.

every process in the nucleus is the same between the two cases except for minor stochastic

effects so there should be similar quantities of mRNA exported to the cytoplasm. With the

decay rate being the same, the mRNA molecules should disappear at about the same time

counting from the moment that the gene is activated. The cause for this effect is that there

is a competitive relationship between the ribosome (including translation initiation factor

eIF4F) and the decapping enzymes [65]. When the ribosome is bound to the CAP structure

at the 5’ end of the mRNA, the decapping enzymes do not have access until the ribosome

moves away. In the simulation, τ4 needs to end before its RBS can go through the decay

process.

This accounts for an ingenious way to control the level of mRNA in the cytoplasm:

If the level is much higher than the translation capacity of the ribosome, its degradation

level is high so as to decrease its number and recycle the nucleotides. It then reaches a
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Figure 4.4: Cytoplasmic mRNA level with respect to time. It is obtained from the same
simulation that generated figure 4.2.

level where each mRNA molecule is being translated at nearly full capacity and it will

remain at that level for some time before the molecules are degraded slowly. Therefore, the

ribosome, along with the translation initiation factors, can not only translate the mRNAs

but also regulate their levels. This is an example of the intricacy of biological systems.

4.3.2 Stochastic nature of gene expression

A cell, whether prokaryotic or eukaryotic, is a system that is able to respond to external

stimuli. For example, when a bacterium that normally uses glucose as its energy source is

put in a lactose-only environment, it switches to using lactose by activating the lac operon.

The ability of a bacterium to make this switch is important to its survival. In this sense,

the molecular system in a cell needs to have a deterministic feature. However, at low con-
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centration of lactose, genetically identical bacteria make β-galactosidase, a key enzyme in

lactose metabolism, at different rates: some do not make this enzyme at all [53]. The differ-

ences between the cells can only be caused by the randomness in the underlying processes

at the level of the individual molecules involved. More specifically, molecular movements

follow Brownian motion and a probability governs whether each collision between two

reactants will lead to a reaction. In this sense, a biological process or system can never

achieve the exact optimal response to an event no matter how long it is subjected to the

evolutionary pressure because randomness is the nature of every molecule of any process.

One obvious way to minimize randomness is by having a large number of the same species

of molecules involved in a reaction so that the molecule-level probability is multiplied to a

population-level proportion. Nonetheless, a cellular process usually involves a small num-

ber of at least some species so stochastic variations can significantly impact the dynamics

of the entire process. Therefore, the presence of stochasticity in biological systems is un-

avoidable. Because every organism is subjected to it, it is not necessarily a disadvantage

in the competition for survival. In the case of a bacterial population, though some might

starve to death for not being able to use lactose as an energy source, enough do survive

to recover the loss; in a multicellular organism, though some cells might not respond to a

stimulus in a way that is expected of them, others do respond and ensure the survival of the

organism.

Though evolution is not able to eliminate the consequences of the stochastic effects in

cellular processes, what it can do and is good at doing is adaptation. Often, adaptation

can turn disadvantages to advantages. In the case of the lac operon, one paradox is that

lactose needs to enter the bacterial cell in order to turn on the lac operon; the only way for

the lactose to enter the cell is through β-galactoside permease which is encoded by the lac

operon. If the lac operon is initially off, there should be no β-galactoside permease, hence

the lactose cannot enter the cell and the lac operon will stay off. This constitutes a case
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of the classic chicken and egg problem. Logically, if neither exists initially, neither will

exist in the future. The solution to it as employed by the cellular system is by resorting

to the stochasticity of the individual molecules. The primary reason why the operon is

off is that there is a repressor protein that binds to the operator sequence upstream of the

genes but downstream from the promoter sequence so that the RNA polymerase is not able

to pass the operator to start transcription. However, even though the affinity between the

repressor and the operator is very high, the thermal energy in the repressor allows it to

break free from the operator once in a relatively long period of time. During this window

of opportunity, if there happens to be an RNA polymerase bound to the promoter and ready

to start transcription, there is a chance that an mRNA would be made. This mRNA would

then proceed to make several copies of each protein encoded by the lac operon including

the β-galactoside permease.

Random fluctuations can be especially conspicuous during gene expression. The varia-

tion caused by the randomness at the mRNA level is magnified when it reaches the protein

level because each mRNA molecule gives rise to several protein molecules. To see the

difference in protein production due to the randomness of the process using the delay SSA,

the same simulation was run twice with exactly the same parameters and initial conditions.

The result is shown in figure 4.5. The first run produced 10 661 protein and 69 mRNA

molecules, and the second run produced 9120 protein and 65 mRNA molecules. The time

at which the number of mRNA molecules in the first run is reduced to 1 is earlier than for

the second run. Despite this, the last mRNA in the first run decayed much later (∼ 5.5

hours) than its counterpart in the second run (∼ 3 hours), displaying significant stochastic

effect.

The same simulation except with 700 ribosomes instead of 70 was run and the result

is shown in figure 4.6. The first run produced 382 333 protein and 67 mRNA molecules,

and the second run produced 391 536 protein and 70 mRNA molecules. The first run ended
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Figure 4.5: Two simulations run with the same parameters and initial conditions as in figure
4.1.

after ∼ 57 hours and the second run ended after ∼ 59 hours.

Though in most runs more mRNA molecules gives more protein molecules, there are

instances where the reverse is true, showing the randomness in the translation process.

To see whether the randomness in the transcription process has an impact on the even-

tual protein quantity, the setup is as follows: all the reacting events are the same as before;

τ3, τ4, and τ5 are kept at constant values which are their respective means as discussed in

section 4.1.2. In the first case, τ1 and τ2, the delays in transcription, are kept constant as

well. The process is run 200 times with the same parameter setup. The activation time of

the gene is 10 minutes; there are 700 ribosomes; and the number of the protein product is

collected from each run. If there is no randomness at all, the protein quantities should be

identical. In this case, the randomness is introduced only by the reacting events.

The second simulation is performed the same way as the first one except that τ1 and

τ2 are drawn from a gamma distribution with a coefficient of variation being 0.3. Between
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Figure 4.6: Two simulations run with the same parameters and initial conditions as in figure
4.2. In fact, the first run uses the same data set as figure 4.2 itself. To make the two lines
more distinguishable, they are produced using every 10th data points from the respective
data sets.
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the two simulations, the extra randomness in the second one is introduced only at the tran-

scriptional level.

The coefficient of variation (CV) , which is defined as the standard deviation over the

mean, is used to show variations in the protein quantity. Each set is run 200 times. In the

first set of simulations, the mean protein number as a result of 10 minutes of gene activation

is 185310, and the standard deviation is 54130, giving a CV of 0.3042. The mean for the

second simulation is 178050, and the standard deviation is 62212, giving a CV of 0.3495.

The two-sample t-test gives a p-value of 21%. The null hypothesis that the two distributions

have the same mean cannot be rejected. The two-sample Kolmogorov-Smirnov test, which

compares entire distributions (not just the means), gives a p-value of 13%. This means the

hypothesis that the two samples are drawn from the same distribution cannot be rejected

with great confidence. Therefore, the variability in transcription delays only has a small (if

any) impact on the overall randomness.

The same pair of simulations is then performed with 70 instead of 700 ribosomes. The

simulated protein distributions are shown in figure 4.7. The one with constant τ1 and τ2

gives a mean protein quantity of 7689, a standard deviation of 2581, hence a CV of 0.3357;

the one with variable τ1 and τ2 gives a mean protein quantity of 7209, a standard deviation

of 2465, hence a CV of 0.3420. The t-test gives a p-value of 4.99% which is the probability

that the two distributions have the same mean. The two-sample Kolmogorov-Smirnov test

gives a p-value of 26%. This means the hypothesis that the two samples are drawn from

the same distribution cannot be rejected with great confidence.

4.3.3 Change in algorithm

The result in section 4.3.2 shows that the local number of ribosomes has an enormous

impact on protein production because a higher number of ribosomes allows for a higher
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Figure 4.7: Protein quantity comparison between fixed and random transcriptional delays
with 70 ribosomes. All other parameters are the same for both cases. Each histogram
presents data from 200 runs with identical parameters and initial conditions. In the left
histogram, τ1 and τ2 are fixed at 4 and 120; in the right histogram, they are drawn from
gamma distributions.
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frequency of mRNA binding; this not only increases protein production rate directly but

also shields the cap of an mRNA for a longer time, thereby allowing the mRNA to survive

longer. This implies that by being translated, an mRNA molecule decreases the number

of ribosomes available to protect its and others’ caps, thereby decreasing their life times.

This is a valid and important argument while considering the entire translational system of

the cell. However, from the perspective of only one gene, it may only have ∼10 mRNA

molecules at any given time; the number of ribosomes bound to these molecules is insignif-

icant compared to the number that are available in the cytoplasm. Moreover, the diffusion

of the mRNA molecules in the nucleus favors their exits in different NPCs so that they are

physically separated in the cytoplasm. In all, the binding of the ribosome to one mRNA

molecule should have very little effect on the ribosomal availability to the other mRNA

molecules that are from the same gene. This calls for a change in the reaction equations

in section 4.1. Transcription is better represented by the current model than translation

because transcription is at a transcription factory and the local RNA polymerase level is, to

some extent, fixed.

Another part of the model that needs to be changed to make it more biologically sound

is the degradation of mRNA in the cytoplasm (RBS). In the current model, the mRNA is

subjected to degradation as soon as it enters the cytoplasm. This is inaccurate because the

decapping is usually inhibited by a protein called Pab1p that also binds to the poly-A tail

[12, 50], and its protection on the mRNA is weakened after the poly-A tail is shortened

[65]. Therefore, the RBS is protected from degradation for a period of time. This calls for

two species of RBS: one that is resistant to degradation; and the other that is prone to it.

Both of them are equally efficient in participation in translation.

After taking into account these changes, the model still starts with equation 4.1,
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Pro(t)+RNAP(t)
k1−→ Pro(t + τ1)+RNAP(t + τ2)+pre-mRNA(t + τ2). (4.1)

The splicing and export step now incorporates the delay in trimming of the poly-A tail,

pre-mRNA(t)
k2−→ RBS(t + τ3)+polyAs(t + τ3 + τ6), (4.7)

where polyAs represent shortened poly-A tail. The step in shortening the poly-A tail is

included in the splicing and export step because it is considered to start immediately after

the mRNA is in the cytoplasm. The original implementation is to have the RBS go through

a delay before it becomes susceptible to decay: RBS(t) −→ RBS′(t + τ) where only RBS’

can decay. This implementation is incorrect because it implies that the RBS must be con-

sumed for the delay to initiate. In reality, however, the RBS can bind to the ribosome while

the tail of the mRNA is being shortened. To be consistent with the previous model in terms

of symbols, τ6 is introduced to represent the time for poly-A degradation.

The translation step is

RBS(t)
k4−→ RBS(t + τ4)+Protein(t + τ5), (4.8)

which is a pseudo-first order reaction due to the constant free ribosome concentration.

The mRNA (RBS) degradation step is:

RBS
k5−−−−→

polyAs
, (4.9)

which means that the RBS has a chance to be degraded in the presence of a shortened poly-

A tail on the same mRNA molecule. Though the decay requires two species of reactants,

it is of first-order because RBS and polyAs do not need to find each other. The coding
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of this conditional first order reaction requires some extra steps as follows. Each RBS-

polyAs pair is given a unique identity for the export step (equation 4.7). Whenever an RBS

or a polyAs is generated, check the inventory to find its corresponding polyAs or RBS,

respectively. If its pair cannot be found (because the other molecule is in a delay), it enters

the inventory to wait to be checked when its pair is generated. If its pair can be found,

they together produce a new species (call it virtual-RBS) by consuming polyAs but not

RBS: RBS+ polyAs −→virtual-RBS+RBS. The new species, virtual-RBS, assumes the

same identity as the RBS and polyAs pair. Because the production of virtual-RBS does

not consume RBS, it can only decay as an RBS in equation 4.9 but cannot be translated in

equation 4.8; the RBS, on the other hand, can be translated but cannot decay. In short, RBS

participates in the translation aspect of the mRNA and virtual-RBS participate in the decay

aspect of the mRNA. Whenever an RBS is consumed, its corresponding virtual-RBS also

disappears and whenever a virtual-RBS is consumed, its corresponding RBS disappears.

The generating step produces both RBS and virtual-RBS. This ensures that an RBS cannot

decay while being used in translation.

The decay of the poly-A tail depends on several factors, chief among which is its length

and the mRNA sequence. For typical mRNAs in yeast, the length of the poly-A tail is about

200 nucleotides; it needs to be shortened to about 30 A’s for decapping to occur [2]; and

the deadenylation rate is between 4 and 13 residues per minute [12]. Here I assume the

time for deadenylation to be 20 minutes, making τ6 = 1200s.

After the digestion of the poly-A tail, the removal of the cap simply involves the as-

sembly of the decapping machinery at the 5’ end of the mRNA molecule. Though the

decapping process and the turnover of the mRNA molecule may take some time, because

the ribosome is in competition with the decapping enzyme, once the latter is bound to the

cap, translation stops. The exact time it takes for the decapping enzyme to bind to an

mRNA molecule is not known but it is a simple searching process so it is assumed here
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to be 5 seconds (c5 = 0.2/s). This is on the condition that the RBS’s poly-A tail has been

shortened enough, i.e. once polyAs has been formed.

As mentioned in section 4.1, it takes about 7 seconds for a ribosome to bind to the cap.

With the translation process being modeled as a first-order reaction, c4 becomes 0.14 s−1.

4.3.4 Noise in transcription

According to the delay SSA model, there are two causes of variability in transcription: the

reaction step that involves the promoter and the RNA polymerase; and the generation step

that involves the two delays in generating the pre-mRNA and in the regeneration of the

polymerase and the promoter.

The randomness in the generating step affects the final protein quantity through the

delays in re-generating the promoter and the RNA polymerase but not through the synthesis

of the pre-mRNA because the expected number of protein molecules synthesized from each

mRNA does not fluctuate in response to the emergence time of the pre-mRNA or mRNA.

The noise produced by the generating step is simulated by the same method as described in

section 4.3.2 which is: first keep τ1 and τ2 constant throughout the first set of simulations;

then the second set of simulations uses τ1 and τ2 drawn from a gamma distribution. Each

set repeats the same process of gene expression many times in order to obtain a statistically

significant number of protein levels. The noise level of a set is represented by the CV of the

protein number distribution; and the noise caused by the delays in transcription is shown

by the comparison between the CVs of the two sets with fixed and randomly drawn τ1’s

and τ2’s.

The set with constant τ1 and τ2 gives a mean protein quantity of 276.3 after 60 seconds

of gene activation; the standard deviation is 133.6; so the CV is 0.4836. The distribution

is shown in figure 4.8. Note that it is only the gene activation that is 60 seconds and all
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Figure 4.8: Protein and mRNA quantity distribution of 1000 runs with identical parameters
and initial conditions: τ1 and τ2 fixed at 4 and 120 seconds; all the other τ’s are drawn from
their corresponding distributions; gene activation time is 1 minute.

the other quantities are accounted for the entire process (from the beginning to the time

when there is active promoter, RBS, or mRNA-bound ribosomes). The most predominant

feature of this figure is that the protein quantities are distributed in clusters. This is be-

cause each run has its number of mRNA molecules and the number of protein molecules

produced from each mRNA molecule is also distributed. Figure 4.8 shows mRNA quantity

distribution from the same set of simulations.

The set with randomly drawn τ1 and τ2, after 60 seconds of gene activation, has a

mean protein quantity of 277.6 with a standard deviation of 135.9 so the CV is 0.4894.

There is virtually no difference between the results of this set and the set with constant

τ1 and τ2. The protein quantity distribution is shown in figure 4.9. This shows that the

randomness seen at the final protein level is not significantly attributable to the dispersion

in transcription times.
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Figure 4.9: Same as the protein distribution in figure 4.8 except that τ1 and τ2 are drawn
from gamma distributions with a variance to mean ratio of 0.3.

The impact of the entire transcription process on the randomness of the final protein

quantity is studied by setting the initial conditions of the simulation so it has no promoter or

RNA polymerase, hence no transcription. To still be able to produce the protein molecules,

a fixed number of pre-mRNA is present in the nucleus at the beginning. In the case of

starting with 3 pre-mRNAs, which is close to the mean number of mRNA produced after 1

minute of gene activation, the mean protein quantity is 352.8 with a standard deviation of

only 16.1 so the CV is 0.0457. The protein quantity distribution is shown in figure 4.10.

This confirms that the dominant noise in the gene expression process after a short win-

dow of activation comes from transcription initiation. Because each transcript gives rise to

a number of protein molecules before its poly-A tail is shortened, a variation in transcript

number can significantly impact the final protein quantity, especially due to the fact that

the short activation time only produces a few transcripts. The delays in transcription in this
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Figure 4.10: The protein quantity distribution of the set of simulations with 3 pre-mRNA
molecules and no active transcription.

parameter regime have virtually no impact on the noise level of protein quantities but with

the gene being activated for only 60 seconds which is shorter than < τ2 >, τ2 does not have

a chance to exert its impact on the overall noise. This calls for a repeat of the simulations

above with a longer activation time.

4.3.5 Noise in transcription with longer activation

With a longer activation of 10 minutes, figure 4.8 in section 4.3.4 where τ1 and τ2 are

fixed becomes figure 4.11. The modes in the distribution of protein counts are less clearly

separated than their counterparts in section 4.3.4 even though the influence of the mRNA

number is still visible. To see how much of the randomness is still caused by transcription,

the entire transcription process is once again replaced by a fixed number of pre-mRNA
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Figure 4.11: Same as the lower panel of figure 4.8 except that the activation time is 10
instead of 1 minute.

molecules.

The 10-minutes-activation-time counterpart of figure 4.10 is figure 4.12. Judging from

the range of the distribution in comparison to figure 4.11, the major factor in the ran-

domness of the protein quantity after a reasonable length of gene activation time is still

transcription initiation.

4.3.6 Protein expression pattern

The protein production pattern with respect to time from the moment the gene is activated

can take different shapes. Since, as demonstrated in section 4.3.4, the mRNA quantity

has a multiplying effect on the protein production, the factors that control the synthesis and

decay of the mRNA can affect the overall pattern. The factor that controls mRNA synthesis

is the effectiveness of the promoter which in the model is represented by k1. This in a sense
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Figure 4.12: Same as figure 4.10 except that the starting pre-mRNA number is 13 instead
of 3. This number is close to the mean number of pre-mRNA synthesized after 10 minutes
of gene activation.
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is similar to the decay process which is also determined by the rate for the decapping

proteins to bind to the cap. However, the cap is protected by Pab1p which is weakened

by the shortening of the poly-A tail [65] which means that the decay process is eventually

controlled by the length of (or the time it takes to digest) the poly-A tail. In the model,

this is represented by τ6. Promoter efficiency and poly-A tail length are two important and

common ways selected by evolution to fine-tune the expression of a gene.

Currently, in the model described in section 4.1.2, k1 = 0.002 s−1 and this number

reflects an efficient promoter. As discussed in section 4.3.3, τ6 is drawn from a gamma

distribution with a mean of 1200 s which is the digestion time for a common length of

poly-A tail. By varying these two parameters, various patterns of protein synthesis can

be produced. With the parameters as they are, figure 4.13 is the histogram showing the

protein production rate. It shows a rise and a fall. The rise is due to the accumulation of the

mRNA in the cytoplasm. Because the mRNA synthesis rate is high and its lifetime in the

cytoplasm is quite long, the molecules exported earlier are still in existence when the ones

exported later arrive. After that, due to the expiration of the active period of the gene, there

is no longer a supply of mRNA from the nucleus; after the poly-A tails are shortened, the

number of mRNA molecules in the cytoplasm falls.

If the efficiency of the promoter (k1) is decreased, and the expected lifetime of the

mRNA in the cytoplasm remains the same, the protein synthesis rate is more constant as

shown in figure 4.14. This is because the accumulation of the mRNA in the cytoplasm

does not have the same magnitude due to its slower production rate. At even smaller k1,

the mRNA production rate would be so low that an mRNA molecule in the cytoplasm

would have already decayed before the next one appears and the protein molecules would

be synthesized in bursts as shown in figure 4.15 . In the simulation, k1 is 2× 10−5 s−1

and the gene is activated for 1000 minutes because at such small k1, the interval between

mRNA synthesis is long.
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Figure 4.13: The number of protein synthesized at intervals of 60 seconds since gene ac-
tivation. The parameters are set at default values that are discussed in sections 4.1.2 and
4.3.3. The gene is turned on for 10 minutes.
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Figure 4.14: Same as figure 4.13 except that k1 is decreased to 2× 10−4 s−1 and that the
bin width for the histogram is 30 seconds.
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Figure 4.15: Same as figure 4.13 except that k1 is 2×10−5 s−1 and that the gene is activated
for 1000 minutes instead of 1 minute.
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Figure 4.16: The number of protein synthesized within intervals of 20 seconds. k1 = 2×
10−4 s−1, τ6 = 120s, and the activation time is 10 minutes.

A similar pattern with bursts also can be observed when k1 is moderate (2×10−4 s−1)

and τ6 is small as shown in figure 4.16. In this figure, the number of protein molecules in

each burst is lower because the expected survival time for each mRNA molecule is only 2

minutes. This simulation produces 5 mRNA molecules.

The bursts in protein production are a result of discrete mRNA export time with most of

the bursts each corresponding to a single mRNA molecule. The quantity of mRNA, in turn,

is decided by the transcriptional process. All the steps before the translation have some

control over the timing of the arrival of the mRNA molecules, hence the time separation

of the bursts. All the steps following translation, especially the survival time of an mRNA

molecule, decide the properties of the individual bursts.

78



4.3.7 Discussion

This delay stochastic simulation algorithm for the complete gene expression process can

successfully produce significant variation in protein quantity from conditions that are iden-

tical. It is also demonstrated that the variation is primarily caused by the randomness of

the transcriptional process which agrees with Hasty and Collins [31]. To reach beyond

the experimental results, this model shows that the binding of the RNA polymerase to the

promoter, rather than the rest of the transcription process, is the main cause of the noise.

The bursts [75] in protein production are observed with the delay SSA by choosing certain

sets of combinations of parameters, especially the promoter efficiency and the poly-A tail

length.

If a model is a metaphor, the metaphor in this chapter has its usefulness not only in

agreeing with experimental results but also in its predictive power. However, there are

details where the analogy is not perfectly accurate and therefore leaves room for improve-

ments in the future. Because the quantitative experimental data on the various steps of the

gene expression process is limited, even for the well-studied Saccharomyces cerevisiae,

certain assumptions have to be made such as the distribution function that several delays

follow. Moreover, most of the reaction times are taken from different genes assuming they

are typical. As there is no “typical” cell type in a multicellular organism, there might not

be a typical gene in a cell so the most important improvement is to have all numerical data

of the model come from a specific gene of interest.

This chapter also shows the evolution of a delay SSA model of gene expression along

with the reasons behind the changes. The modification of the algorithm to suit real-

ity should be an on-going process. For example, many genes have multiple introns so

their splicings are multi-step processes. The model assumes that the splicing machinery

assembly on the mRNA is co-transcriptional. In fact, the entire splicing process is co-

transcriptional [15] which means there is not a delay specifically devoted to splicing and
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it may finish before or after the completion of transcription depending on factors such as

where the splice site is. Another part of the model that needs to be modified is the delay

distributions of transcription and translation. In transcription, for example, with events like

abortive initiation and pausing, the distribution must be more complex than what’s assumed

in this chapter. Detailed transcription model can be used to produce the distribution.

Because it is the mRNA that carries the genetic information from the nucleus to the

cytoplasm, its name is used in the text. However, it must be noted that mRNA is packaged

into mRNP before the export process and it is the mRNP that diffuses in the nucleoplasm.

A similar model is reviewed by Ribeiro that applies delay stochastic simulation to

prokaryotic gene expression [56]. It considers the translation step to be a second-order

reaction that involves RBS and ribosome which is reasonable in a prokaryotic system be-

cause translation occurs near where transcription is and all the mRNAs share the same

ribosome pool.
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Chapter 5

Combining activation time with exit time

As observed in chapter 2, given the assumption that the mRNA molecules are synthesized

outside of the uniformly dense chromatin layer, a denser chromatin layer shortens the exit

time. Without a factor that counter-balances the incentive to pack the chromatin as tightly

as possible to accommodate the exit speed, there would not have been the less dense eu-

chromatin. The counter-balancing factor is the need to access the DNA in the chromatin.

This requires various molecules such as the DNA glycosylase and the AP endonuclease

(both involved in DNA repair) to enter the chromatin and to move with reasonable speed in

order to find their targets. Their movements are favored with a less dense chromatin layer.

In the gene expression process alone, the necessity for the transcription factors (TF) to find

the promoter balances the extra time cost in having a less dense chromatin layer during the

exit of the mRNA molecules.

In this chapter, the balancing of the opposite factors in deciding the density of the

chromatin is tested. The purpose is to see if there is a chromatin density that can minimize

the overall time of gene expression in the nucleus (i.e. from the time a TF enters the nucleus

to the time the mRNA molecules exit).

5.1 Method

The method to simulate the finding of the promoter by the TF and the exit of the subsequent

mRNA is similar to the method used in chapter 2 (more specifically section 2.3.3). For this

setup in general, the density at the chromatin layer is constant and there is no PLF layer. In

this case, the chromatin depth is 25, the promoter is located at (35,25), and the transcription

factory is at (19,25). It starts by having a TF at one of the nuclear pores. This represents
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the external stimulus that is imported to the nucleus for the purpose of activating a group of

genes. This TF presumably carries the nuclear localization signal so that even when close

to the NPC, it cannot exit the nucleus [36].

Because the TF is different in size from an mRNA, their diffusion probability constants

are different. According to the Stokes-Einstein equation, the diffusion coefficient (D) is

inversely proportional to the radius of the solute [21]. The root mean square displacement

equals to
√

2Dt, which means that the time required to move the same distance is inversely

proportional to the diffusion coefficient. According to the theory of stochastic reactions

[29], τ = a0
−1lnr1

−1 where a0 is the overall propensity, which is proportional to the diffu-

sion probability constant; r1 is a random number drawn from the uniform distribution in the

unit interval. The TF, therefore, has a set of DPCs that is different from that for the mRNP.

The ratios of DPCs between the middle space and the chromatin layer for both molecules

are the same.

The transcription factor II D (TFIID) that is involved in promoter binding and initiation

of transcription has a size of 1.2 MDa [7, 60]. TFIID is the first of a series of transcription

factors to recognize a gene because it has a subunit called the TATA-binding protein (TBP).

The size of an mRNP molecule is highly variable. The average size of mRNA in Saccha-

romyces cerevisiae is 1.6 kb [40]. Each base in the mRNA weighs about 340 daltons; each

mRNA is bound to 4 times as much protein (in weight) to become an mRNP [52]. The

average mass of the mRNPs is therefore 2.7 Mda and is 2.3 times as massive as TFIID.

Assuming that both the mRNP and TFIID are spherical in shape, the ratio of their radii is

3
√

2.3 = 1.3. This is also the ratio in their DPCs. Because the mRNPs have many sizes,

three DPC ratios based on three mRNP sizes (2.7, 9.6, and 0.15 MDa) are tested. Their

DPCs are summarized in table 5.1.

The transcription factor TFIID diffuses in the square space to find the promoter at

(35,25). Once this happens, the TF is consumed and 50 mRNPs are synthesized at the
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Table 5.1: The rate constants for various steps in the system. The values for TFIID and
mRNPs of various sizes are their DPCs in the middle space; the one for mRNP addition
is the stochastic rate constant for adding an mRNP to the system. The rate constants in
the chromatin layer are compared to these. For example, by saying that the DPC in the
chromatin layer is 0.5, it is in fact 50% of that in the middle space.

TFIID
mRNP diffusion

mRNP addition
2.7MDa 9.6MDa 0.15MDa

rate constants 0.56 0.4 0.28 1.12 0.112

transcription factory. This number is to demonstrate the long-term trend of the exit time;

it is further discussed in section 5.3. The mRNP addition rate is chosen so that it takes a

relatively short period of time to add all the mRNPs. Even though it takes some time in re-

ality for the promoter to associate with the transcription factory after it is found, and it also

takes time for the RNA polymerase to move along the gene before the first mRNA appears,

neither process is, presumably, influenced by the density of the chromatin. This simulation

addresses the influence of the chromatin on the time of gene expression. Therefore, these

two processes are not taken into account in the simulation and the mRNA release starts as

soon as the promoter is found. The simulation completes when every mRNP is out of the

system through one of the pores.

5.2 Results

The exit times of the mRNPs at various chromatin-layer DPCs (in comparison to the DPC

in the middle space, i.e. expressed as a ratio to the chromatin DPC) were recorded. Each

exit time is the average over 60 runs with identical parameters and initial conditions. Plot-

ted against the exit order (i.e. the first to the fiftieth to exit at each activation), the exit

times are shown in figure 5.1. It shows that the lines representing DPCs from 1 to 0.4 are

closer together than the three that represent DPCs of 0.1 to 0.3. Figure 5.2 is a plot of

DPCs only from 1 to 0.4. To draw any conclusions from these figures, one has to be sure
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Figure 5.1: The exit times at various chromatin-layer DPCs. The DPC ratio between a TF
and an mRNP both in the middle space and in the chromatin layer is 1.3. The abscissa is
the exit order, i.e. the first, the second, and so on to exit the system.

that the result is not contingent on the particular realizations generated by the underlying

stochastic process. From the looks of the curves, they seem reasonably smooth, which is

an indication that the statistical fluctuations are not particularly large. The standard errors

(SEs), however, do not concur with this notion. The SEs for all the points on the figure

calculated over 60 runs are very high (many of them are over 10% of the mean). The rea-

son for such high SEs for such smooth curves is that each curve consists of two steps: the

seeking for the promoter by TFIID and the exit of the mRNPs released after the promoter

is found. As there are 50 mRNP molecules for each curve and they are released within

a relatively short period of time, the time it takes to exit for each exit order is reasonably

consistent. For example, the first exit can be expected to happen shortly after most of the

mRNPs have been released even though in one instance it was the third mRNP released

that exited first, and in another instance, the eighth. This produces a smooth curve. On
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Figure 5.2: The lower part of figure 5.1.

the other hand, however, each curve consists of only one finding of the promoter by one

TFIID molecule (although averaged over 60 runs) so it makes a huge difference in search-

ing time if the TFIID molecule spends more time surveying the space than going to the

promoter following a relatively straight path. Even though the same process is simulated

60 times and averaged, it is not enough to significantly diminish the stochastic effect. In

summary, each curve in figure 5.2 has a wide range to start at but once started, the shape

of it is reproducible. The obvious solution is to produce each curve with much more than

60 runs but because the simulation as it stands already takes more than a day to run on a

four-core Xeon Mac OS X system, there is a time constraint on how many runs there can

be. However, since the high SE only occurs in the seeking step, it alone can be repeated

many more times than the exit step (i.e. from the moment TFIID found the promoter to

when the last mRNP exited the system). This separation is possible because even though

the two steps take place consecutively, the time it takes for one to complete is independent

of the other. The seeking step is expected to take much less computation power than the
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Table 5.2: The standard errors of the seeking times at various chromatin-layer DPCs. Each
value is produced from a sample of 3000 identical runs

DPC SE Mean
1.0 66.4 4105
0.9 80.4 4744
0.8 91.5 5608
0.7 111.1 6727
0.6 144.0 8662
0.5 194.8 11356
0.4 277.6 16236
0.3 461.3 26699
0.2 975.7 55207
0.1 3782.4 212560

exit step because it is suspected that most of the time in the exit step is spent simulating the

exit of the last few mRNP molecules which might be mired in the chromatin layer. This

notion is proven to be consistent with reality because repeating the seeking step 3000 times

takes about a day of computational time. From now on, unless otherwise indicated, the

number of repetitions for the seeking step is 3000 and 150 for the exit step.

The seeking time after 3000 runs still has a CV of over 0.5 because the variation from

one run to the next is wide. In a situation like this, one cannot expect the time it takes for

a TFIID molecule to find a promoter to be reproducible because it is a stochastic system.

However, the result is consistent when there is a large number of molecules being consid-

ered because the mean of the first 1500 runs is very close to the second 1500 runs (their

difference is less than 1%). A more convincing measure of the reproducibility of the mean

of a sample is its standard error which is the standard deviation of the sample divided by

the square root of the sample size. The SEs of the exit step range from 11.0 to 472.6 with

all the ones greater than 300 in the last three in exit order (48th, 49th, and 50th). Table 5.2

summarizes the standard errors for the seeking step. Figure 5.3 shows the seeking time dis-

tribution at DPC= 1, 0.6, and 0.1. It demonstrates the difference that the chromatin-layer

DPC makes in finding the promoter by the TF at the beginning.
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Figure 5.3: The normalized histogram of the seeking time for the transcription factor to
find the promoter generated using 3000 data points at DPC= 1, 0.6, and 0.1.

Figure 5.4 is the same plot as figure 5.2 with more runs. It shows that although the

general trend is that exit time increases with lower chromatin-layer DPC, there are excep-

tions. DPCs 1 to 0.7 are close together for the first few mRNPs. Although DPC= 0.8 is

above DPC= 0.9 for the beginning and middle parts, it goes beneath towards the end. This

is indicative of the opposing effects of having a lower DPC: it hinders the finding of the

promoter by the TF but promotes the exit of the mRNP molecules. Overall, the ideal DPC

value to help the exit of the mRNP is 1. However, to have the density in the chromatin

layer be the same as that in the middle space is almost impossible because it requires the

chromatin to thin out over a large volume. To provide such a volume, the nucleus itself

must be big enough. A larger volume would mean more time required to find a target by

diffusion. With the same amount of chromatin material, a more densely packed structure

allows for faster exit simply by decreasing the volume needed to contain it. Although in a

constant volume, an increase in density tends to increase the exit time, there are exceptions
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Figure 5.4: The same as figure 5.2 except that the seeking times are each the average of
3000 runs and the exit times are each the average of 150 runs. The number 0 on the abscissa
indicates the time at which the promoter is found by TFIID.

according to the simulation. With a large number of mRNP molecules produced each time

a gene becomes active, having the DPC at 0.8 can shorten the time it takes to export most

of the molecules. This does not take into account the necessity to expand the volume of

the nucleus with a higher DPC (lower density). With it, DPC= 0.8 should be even better

favored over the higher DPCs. DPCs at 0.7 and 0.6 both have the almost the same time in

getting all 50 of the mRNP out as DPC= 0.9. With the volume effect, these two DPCs can

be even more desirable.

Figure 5.5 shows the same plot as figure 5.4 except that the mRNP addition rate is 10-

fold slower. These two figures look very similar and the little difference is at the beginning

of the curves: onward from the first in exit order, figure 5.5 shows a phase where the curves

slightly concave down; whereas figure 5.4 shows no such phase. The reason is that it

takes longer for the first few mRNPs to exit with a slower addition rate. This difference is
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Figure 5.5: Same as figure 5.4 except with 10-fold slower mRNP addition rate.

observed in all the curves so it has little impact on the optimal density of the chromatin.

Figure 5.6 shows the exit times of a bigger mRNP. The DPC ratio between the TF and

the mRNP is 2 instead of 1.3. The size of the mRNP, therefore, is 23 × 1.2 = 9.6 MDa.

The major difference between this figure and figure 5.4 is that the times for the later-to-exit

molecules are bigger in this case, reflecting a smaller DPC due to a larger molecular size.

Because the change in the DPC for the mRNP does not affect the seeking time of the TF

for the promoter, all the curves in figure 5.6 start at the same points as their counterparts

in figure 5.2. Because a smaller DPC for the mRNPs prolongs the exit time, the exit time

makes up a larger proportion in the overall time (including seeking time). Therefore, a

means to shorten the exit time by the same percentage is more helpful in improving the

overall time. This is why the lines towards the end are closer to each other in figure 5.6

than in figure 5.2. The diverging of DPC= 1 and DPC= 0.9 is indicative of the long-tailed

behavior discussed in chapters 2 and 3.

The exit times of a smaller mRNP is shown in figure 5.7. The DPC of the mRNP is
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Figure 5.6: Similar to figure 5.2. The only difference is that the size of the mRNP in this
case is 9.6 MDa so the DPC ratio between the mRNP and the TF is 2.

twice that of the TF so the size is one-eighth (1200/8 = 150 kDa). Because, in this case,

the DPC of the mRNP is relatively large, the separation of the curves is predominantly due

to the seeking of the TF for the promoter. Therefore, in the case of a smaller mRNP size,

the system favors a lower chromatin density.

5.3 Discussion

The trend shown in the simulations serves as a proof of concept in that it shows what

is possible under certain conditions. The actual nucleus differs from the simulation in

many ways. For example, although the export of the mRNA is considered one of the

primary functions of the nucleus, there are other important factors that may influence the

organization of the chromatin such as the need for molecules involved in DNA repair to

enter and move within the chromatin, therefore favoring a less dense chromatin. It might
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Figure 5.7: Similar to figure 5.4. The only difference is that the size of the mRNP in this
case is 150 kDa so the DPC ratio between the mRNP and the TF is 0.5.

seem desirable to organize the chromatin in such a way that it shortens the time of gene

expression, but sometimes the opposite is true. One level of control for the gene activity

is to have the active genes being accessible to the TF while keeping the less active genes

physically hidden [13].

In the simulation, the TBP is assumed to be bound to TFIID. This might not always

be the case. While TFIID is important in the transcription of some promoters, its absence

has little effect on others [49]. On this regard, TBP perhaps is able to search for the genes

by itself. Because the size of TBP is much smaller, it would allow a nucleus with denser

chromatin to be functional. It would also allow genes in the denser chromatin region to be

active.

What can be learned from this chapter is that there are two opposing factors in shaping

the density of the chromatin: one is to allow the molecules to enter the chromatin; the other

is to prevent molecules to be exported out of the nucleus from getting hindered.
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A natural follow up to the work in this chapter is to change other parameters such as

the chromatin depth and the locations of the transcription factory and the promoter. As far

as the exit time is concerned the difference between this chapter and chapter 2 is that in

this chapter mRNP complexes are only synthesized after the promoter has been found. In

other words, the time is greater than 0 when the first mRNP molecule enters the system. In

chapter 2, on the other hand, time is counted strictly between a molecule’s release into the

system and its exit. To reconcile these two chapters, provided that the mRNP addition rate

is large enough (i.e. the time gaps between successive mRNP releases are small enough),

the results in chapter 2 can be used instead of the exit time in this chapter because there are

more runs in more scenarios in chapter 2.

This chapter does not explicitly take into account the volume effect mentioned earlier

i.e. at higher chromatin density, the volume occupied by chromatin is smaller. In future

work, it could be considered. One difficulty in doing so is the find the correlation between

the DPC and the volume. For example, if the DPC is halved, how much volume can it save?

To formulate this concept, suppose V0 is the volume for certain amount of chromatin if it

is in heterochromatin state (i.e. it is impermeable to diffusion), the volume occupied by the

same amount of chromatin at a less dense concentration can be expressed as: Vc = f ·V0,

where f is the factor by which heterochromatin expands and it is a function of DPC and

the molecular size of the molecule of interest.

A different way to model diffusion in the nucleus is to treat the chromatin as a porous

region so that molecules above a certain size are excluded from the chromatin territory.

This might explain why the mRNA molecules are packaged with so much protein to form

the mRNP. This way, the mRNP molecules tend to be excluded from the chromatin region.

The large quantity of protein associated with each mRNA is curious especially because the

tertiary structure of the mRNA in the nucleus is irrelevant to its function.
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Chapter 6

Conclusion

Gene expression in the eukaryotic cell system is a complex process that involves many ma-

jor steps with each step influenced by several factors. The overall ramifications of changing

some of the factors can be obvious: for example, moving a transcription location closer to

the NPC certainly will shorten the average time for the mRNA molecule to exit; the ef-

fect of other changes might not to so simple: an example would be to replace the patch

of empty nucleoplasm near the transcription location with a layer of chromatin with a gra-

dient of density that decreases towards the direction of the nuclear envelope. This thesis

addresses some of the factors and shows their influence on either the entire gene expression

or its major steps.

Using the Gillespie algorithm, chapter 2 simulates the exit of the mRNA in several nu-

clear conditions. In a space where the exit sites are located at the top and the bottom is

layered with chromatin whose density increases towards the bottom, the effect of limiting

the space that a molecule has to explore by filling some of the space with chromatin over-

comes the effect of hindering the frequency of molecular movements. As the result, the

molecule in the chromatin environment that has a density gradient takes less time to exit

on average. The gradient not only fills the space but also exerts a tendency to move the

molecules towards its surface. Moving of the mRNA release site closer to the exit sites

mainly decreases the exit times of the molecules that exit early because their paths are

more or less straight. The rest of the molecules, to different degrees, explore the space

more thoroughly. A constant-density chromatin layer at the bottom also shortens the av-

erage exit time despite the fact that the movement of the molecules in the chromatin layer

is slowed. The increase of chromatin density at the bottom decreases the exit time up to a

point beyond which a further increase of density would have no effect. This is due to the

93



exclusion of the majority of the molecules from the chromatin layer. Without the chromatin

layer, having the release site closer to the exit sites on average does not cause a significant

improvement in the exit time; with a constant-density chromatin layer at the bottom, how-

ever, the location of the mRNA synthesis site relative to the chromatin matters significantly.

As long as the release site is above the chromatin layer, its location has little impact; having

the release site in the chromatin layer, on the other hand, increases the exit time many-fold.

The depth of the release site into the chromatin layer also has a great impact. Restricting

the molecular movements more in the up-down direction and less in the left-right direc-

tion shortens the exit time but there is an optimum level in the restriction beyond which its

influence on the exit time is the opposite.

There is no probability distribution function that can fit the exit time distribution of all

the scenarios described above. The one that does the best is Weibull which can fit, to a

satisfactory degree, almost all the cases except the one that has a thick layer of constant-

density chromatin at the bottom. The chromatin traps some of the molecules and delays

their exit. As a result, the distribution in this case is heavy-tailed.

Chapter 4 models the complete eukaryotic gene expression pathway using delay stochas-

tic simulation. With a fixed period of gene activation, having more ribosomes not only

produces more protein but also keeps the life span of the mRNAs longer. This is because

there is a competitive relationship between the ribosome and the decapping enzymes that

are involved in the degradation of mRNA. With its 5’ CAP structure spending more time

bound to a ribosome, an mRNA has less chance to bind to the decapping enzyme, hence

prolonging its life span. There is then a change in the equations to account for, first, the no-

tion that the number of ribosomes used by the mRNAs of one gene has very little impact on

the overall population of ribosome and, second, the fact that the mRNA molecules newly

arrived at the cytoplasm are not immediately subjected to degradation. The stochasticity of

the simulation captures the stochastic nature of the biological system. The randomness in
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generating the delays has little impact on the overall randomness of the system. The main

source of stochasticity comes from the reacting event (i.e. the uncertainty of two species

binding to each other). By varying the promoter efficiency and the length of the poly-A tail

which are two common ways a cellular system adopts to fine-tune its gene expression, the

model can produce various protein production patterns that include peaked distribution, flat

and consistent distribution, and a pattern with many bursts.

Given that a higher chromatin density at the bottom shortens the exit time, the counter-

balancing factor that prevents the chromatin from adopting an extremely high density is the

need for molecules to access the DNA. As far as gene expression is concerned, the main

reason to access DNA is for transcription factors to find the promoters. Chapter 5 studies

the balance between having loosely packed chromatin to allow access and having densely

packed chromatin to encourage the molecules’ exit. The result shows that having a denser

chromatin layer delays the finding of the promoter. On the other hand, a denser chromatin

does not help improve the exit time of the first few mRNPs that find the exit sites because

their paths are reasonably straight from the release site and the exit site. Therefore, the time

intervals from the entering of the transcription factor (or transcription factor complex) to

the exit of mRNP for the first few molecules increase with increasing chromatin density.

However, for the mRNP molecules that survey the space before finding an exit site, a denser

chromatin layer helps in limiting the space they have to explore hence shortening their exit

times. As the result, the time from the entering of the TF to the exit of all the molecules that

are released due to one association of the gene to a transcription factory is similar between

several chromatin densities. The details depends on the size of the mRNP molecules. For

larger-sized mRNP molecules, it takes longer for them to exit overall. The help by the

chromatin layer to decrease their exit times would be more prominent comparing to the

time it takes for the TF to find the gene.

In the cases of chapter 2 and 5, a two-dimensional square space is used to represent a
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three-dimensional space in the nucleus. Although some of the results are checked against

the 3D model and they are consistent with each other, it would be an improvement to

obtain all the results using the 3D model. The current drawback is the computational speed

of modern computers. Ultimately, instead of using a square space (or cubic space for 3D),

one should be able to model the entire nuclear space with a sphere. In addition to the

nuclear structures modeled in chapter 2, another structure that is worth investigating is

the nuclear-envelope-associated heterochromatin. Due to its high density, heterochromatin

excludes the massive molecules from entering. One could study the effect of its presence

near the nuclear envelope between the NPCs on the exit time of mRNA molecules. Since

the chromatin layer (heterochromatin or euchromatin) discourages the entering of massive

molecules, it could be interesting to view the macromolecules in the nucleus as members of

two groups: the ones that need to enter the chromatin and the ones that need to be excluded

from the chromatin. Then one would characterize members of each group by measuring

their sizes. One hypothesis is that those that need access to the chromatin tend to have

smaller sizes than those that do not. If this hypothesis holds, it would favor the notion

that TBP searches for the promoter alone without binding to TFIID because TFIID is more

massive and may be difficult to move in the chromatin.
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