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Abstract

The evolution of wireless networks and mobile device technologies has increased concerns about performance and security of mobile systems. We propose a new secured application-level architecture for a two-party mobile payment transaction that is carried out between a resource-limited mobile device and a resource-rich computer server over wireless networks. As an example of such transactions, the mobile banking transaction is focused throughout this thesis. The proposed architecture, namely \textit{SA2pMP}, employs a lightweight cryptography scheme (combining both a Public-key cryptography algorithm (ECDSA) and a Symmetric-key cryptography algorithm (AES)), a multi-factor authentication mechanism, and a transaction log strategy. The proposed architecture is designed to satisfy the four properties of confidentiality, authentication, integrity and non-repudiation that are required by any secure system. The architecture can be implemented on a Java ME enabled mobile device. The security API library can be reused in implementing other two-party mobile applications. The present study shows that \textit{SA2pMP} is a unique lightweight security architecture providing comprehensive security for two-party mobile payment transactions. In addition, simulations demonstrate that \textit{SA2pMP} can be installed in resource-limited mobile devices as a downloadable software application. The main contribution of the thesis is to suggest a design for a security architecture for two-party mobile payment transactions, for example, mobile banking. It suggests a four-layer model of mobile payment participants, based on Karnouskos (2004). This model clarifies how participants are involved in a mobile payment transaction. In addition, an improved model is suggested to guide security aspects of system design, which is based on an Onion Layer Framework (Wei, C.Liu, & Koong, 2006).
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Chapter 1

Introduction

With the development of computer technologies and wireless communications, more people are carrying mobile devices. Such devices are rapidly becoming both cheaper and more powerful. A single mobile device can now be employed not only as a cell phone, but also as a GPS, a camera, a music and video player, a text messenger and an Internet connection device (Wilcox, 2005). However, security concerns have so far hindered mobile devices from playing larger roles in financial transactions. The goal of this research is to design and demonstrate a new and secure approach to support payment transactions over a mobile device.

1.1 Motivation

Mobile networking applications allow customers to gain network access anytime and almost anywhere. “The number of people worldwide who possess mobile devices is hurtling toward the two billion mark, and the amount continues to grow, and grow rapidly. It will exceed the number of people who hold bank accounts. It will also exceed the number of people who carry credit cards.” (Global Information Inc., 2005) Service providers will compete in this marketplace by offering lower prices but, more importantly, more and better services, including promising opportunities in financial services.

Within financial services, the mobile payment is the fundamental transaction and can be defined as any payment transaction which involves a mobile device (Deans, 2004). With the growing prevalence of electronic commerce, mobile commerce, and the widespread use of mobile devices, mobile payments have already been predicted to have a bright future
in becoming a successful mobile service (Ondrus & Pigneur, 2005). “Eventually, mobile device-based payment transactions will surpass card-based payment transaction.” (Bruene, 2007). Ultimately, mobile payments will allow users to pay anyone, anywhere at anytime for any purpose.

1.2 Current Limitations

Security is always a challenge. According to the Unisys Security Index 2008 ¹, seventy one percent of the 13,296 consumers surveyed in fourteen countries would not consider online banking or shopping via mobile devices due to security concerns. Less than ten percent of respondents currently employ mobile devices to perform money transfers, credit-card transactions or deposits (Sacco, 2008). Secure strategies are essential to convince mobile users and financial service providers to make use of mobile payment transactions.

Designing a security architecture to protect mobile payment transactions requires trade-offs between security and practicality. A monetary transaction needs comprehensive protection for confidentiality, authentication, integrity and non-repudiation (Park & Song, 2001), which normally requires considerable computational resources. Unfortunately, mobile devices have relatively limited computational resources (less memory, lower CPU speed and an inconvenient I/O interface) compared to PCs (Lai, P.Lin, & Huang, 2006). Therefore, designing a security architecture suitable for resource-limited mobile devices and wireless networks is an important challenge to the success of mobile payment.

Currently several research projects, as well as products on the global level, aim to support emerging two-party mobile payment solutions (e.g., VISA and MasterCard, 1997; Janson, 2007; Itani & Kayssi, 2004; Lam et al., 2003). Hardware and software providers

¹The Unisys Security Index provides a recurring, statistical measure of consumer concern about four areas of security: national, financial, Internet and personal safety. (http://www.unisyssecurityindex.com/)
for the mobile market, as well as mobile network operators (MNO) and financial service providers, have attempted to specify guidelines for such systems (Karnouskos & Vilmos, 2004). However, no technique has yet been widely accepted for practical implementation.

One may argue that with improving technology it will soon be possible to transplant heavyweight security architectures simply from PC applications to mobile devices. However, current top-end devices cost around $300 (MobileMentalism.com, 2009) which is too expensive for many people, especially those from economically underdeveloped areas. Some software providers and cryptography scientists are taking a different approach, looking for lightweight security strategies capable of running with limited computational resources. These strategies are able to contribute security protection for payment transactions; meanwhile, due to savings on computational resources, the strategies can be implemented in most middle-end, or even low-end, mobile devices. These lightweight architectures can be adapted to top-end mobile devices as well. The key problem of this approach is how to balance security with practicality on mobile devices. Once this problem is solved, the popularity of the technology will lead to a lower cost in building the architecture, and may also contribute to forming a large global consumer market.

Another problem facing current two-party mobile payment systems lies in the mobile service technologies employed in payment transactions. The existing mobile payment systems are mostly based on the Short Messaging Service (SMS) or the Wireless Application Protocol (WAP) (Kuwayama, 2008). However, SMS and WAP have technical limitations that make security architectures very difficult (refer to Subsections 2.2.1, 2.2.2). Although SMS and WAP are likely to dominate mobile payments, the downloadable applications, with their own verifiable security, offer the greatest promise for the future (Bhise, 2009).
1.3 Problem Statement

The objective of this thesis is to design and demonstrate a new security architecture for two-party mobile payment transactions, carried out over resource-limited mobile devices and wireless networks. In existing research focusing on security for mobile payment transactions, there is no solution with an appropriate balance between security and practicality. Some approaches are transplanted from PC-based security strategies, offering good security protection, but are too computationally complex and too time-consuming to be applied to resource-limited mobile devices. Other research offers more computationally lightweight approaches; these solutions generally perform well on resource-limited mobile devices but fail to provide comprehensive security for payment transactions. This thesis contributes a solution offering a good balance between security issues and practical implementations.

A new security architecture is proposed to provide comprehensive security by satisfying the four key requirements of confidentiality, authentication, integrity and non-repudiation for two-party mobile payment transactions; meanwhile, it offers acceptable performance on resource-limited mobile devices. The proposed architecture is computationally lightweight and compatible with a wide range of mobile devices. The proposed architecture can also be implemented as a downloadable application, which avoids limitations existing in SMS- or WAP-based approaches.

1.4 Research Scope

The research aims to provide an application layer architecture for ensuring security during a mobile payment transaction. A mobile payment transaction that has only two participants is defined as a two-party mobile payment transaction. In this work a two-party mobile
payment transaction model is employed, in which payment transactions are carried out between a resource-limited mobile device and a resource-rich business computer server via a wide-ranging wireless network (Itani & Kayssi, 2004). Two-party mobile payment transactions, as defined here, have a wide range of applications, such as mobile banking or mobile stock trading. The mobile device is recognized as a resource-limited handheld device, with wireless network connectivity, Internet function, lower-speed CPU and the ability to run Java applications. The business server processing usually has none of these limitations. Mobile Phone Networks are employed in this research to provide wide-range wireless networks, such as the General Packet Radio Service (GPRS). In this thesis a mobile banking scenario is used to demonstrate the architecture. The architecture is provided in the form of an application package based on the Java ME platform, as Java ME is the predominant mobile service technology and has been supported by a wide range of mobile device operating systems for a number of years (Riggs & Vandenbrink, 2001).

1.5 Research Contributions

The thesis attempts to offer guidance in matters of designing an application architecture for two-party mobile payment transactions over resource-limited mobile devices. The main contribution is designing a practical security architecture on the application layer. The proposed security architecture is for two-party mobile payment transactions, referred to as *SA2pMP*. It employs a lightweight cryptography scheme combining a public-key cryptography algorithm (ECDSA) and a Symmetric-key cryptography algorithm (AES), a multi-factor authentication mechanism and a distributed transaction log strategy. *SA2pMP* satisfies comprehensive security requirements (confidentiality, authentication, integrity and non-repudiation) for a two-party payment transaction, and is suitable for the current resource-
limited environment of mobile devices and wireless networks.

The simulation demonstrates that the proposed architecture can be practically implemented in a resource-limited mobile device. The proposed architecture employs a Java ME based downloadable software application that can be easily installed in a wide range of mobile devices without any hardware upgrading.

The thesis also contributes to the literature on security models. A Four-layer model of mobile payment participants based on Karnouskos (Karnouskos, 2004) clarifies how participants are involved in mobile payment transactions. An improved research model based on Onion Layer Framework (Wei et al., 2006) is proposed.

1.6 System Development

To measure the practicality of the proposed architecture (SA2pMP), a two-party mobile payment system (mobile banking) was simulated on an IBM IntelliStation M Pro PC, with Pentium 4 CPU 2.80 GHz and 2 GB RAM. The operating system was Windows XP Professional SP3.

Three Java ME enabled mobile device emulators, Nokia S60 Emulator (Nokia, 2009), Sony Ericsson Emulator (Sony Ericsson, n.d.), and Sun WTK 2.5.2 CLDC simulator (Sun Microsystems, 2009), were employed for simulation. A Java EE application based on the Apache HTTP Server 2.2, cooperating with Tomcat 5.0, was developed as a banking business service. MySQL Server 5.1 was used as the database server.

The program was developed using NetBeans IDE 6.0\(^2\) and Eclipse SDK 3.4.1\(^3\). The implementation of cryptography algorithms was aided by the third party cryptography API

\(^2\)http://www.netbeans.org/
\(^3\)http://www.eclipse.org/
provider referred to as Bouncy Castle⁴.

The evaluation considered both the time delay and the code size. The evaluation on the time delay shows whether the architecture performs efficiently enough to be accepted by the public, while the evaluation on the code size determines if the architecture can be implemented in limited storage in mobile devices. The detailed evaluation shows that SA2pMP can be feasibly implemented on a Java ME enabled mobile device for secure two-party mobile transactions such as mobile payments.

1.7 Thesis Outline

The remainder of this thesis is organized as follows.

Chapter 2 In this chapter, background knowledge is introduced. Since the development of wireless network technologies leads the appearance and development of mobile payment transactions, wireless network technologies are introduced first, with a focus on the mobile phone network. Several mobile service technologies are then introduced, including SMS, WAP, and Java ME. Mobile service technologies provide the customer with options in building mobile payment systems. In the next an overview of mobile payments and mobile payment models is introduced. Since a mobile payment requires a mobile device, a description of the current status of mobile devices is provided. Several operating systems for mobile devices are introduced as well. A section is provided especially for Java ME since the proposed architecture is based on Java ME. This section provides a relatively comprehensive introduction to Java ME, including the Connected Limited Device Configuration (CLDC), the Mobile Information Device Profile (MIDP), the MIDlet, and

⁴http://www.bouncycastle.org
the Record Management System (RMS). This is followed by the topic of security. As a strong authentication strategy is necessary for a payment system, related background knowledge of authentication is introduced. Both Single-Factor Authentication (SFA) and Multi-Factor Authentication (MFA) are described. Finally, background knowledge of cryptography is introduced, including basic cryptography concepts, Symmetric-key cryptography, and Public-key cryptography. Some cryptography algorithms that can be employed in the proposed security architecture are also described, as is a comparison of these two categories. Since the proposed architecture is implemented with the software, the advantages and limitations of software encryption are explained.

Chapter 3  This chapter analyzes security requirements and describes how the proposed architecture is designed to provide comprehensive security for two-party mobile transactions, with a focus on mobile payment transactions. A description of the scope and limitations of this research is included. In the context of the system design, the mobile devices, the two-party mobile payments, the wireless networks, and the application layer are clearly defined. To clarify how participants are related to a mobile payment, a Four-layer model of mobile payment participants is proposed. The security requirements which the architecture needs to fulfill are then outlined. Based on an Onion Layer Framework (Wei et al., 2006) and the security objectives (Merz, 2002), a security map is proposed to guide the present research. The results of the requirement analysis are explained in this chapter. The technical solutions for system design are recommended from four perspectives: cryptography, protection of authentication, protection of non-repudiation, and the proposed implementation.

Chapter 4  In this chapter a new Security Architecture for Two-party Mobile Payment (SA2pMP) is presented. This begins with a description of a detailed network module.
There are three main security strategies involved in the $SA2pMP$ security architecture: a lightweight cryptography scheme, a multi-factor authentication strategy, and a distributed transaction log strategy. Corresponding to these strategies, a key management strategy is proposed to protect two pairs of keys for the cryptography algorithms. As the mobile banking transaction is a typical two-party mobile payment, $SA2pMP$ is explained in the context of a mobile bank. For the readers’ convenience, the beginning of this chapter describes the notations for this thesis.

**Chapter 5** This chapter presents how the proposed architecture is simulated on PCs. The business scenario for implementing $SA2pMP$ is a mobile banking transaction consisting of money transfer. The hardware and software environment for system simulation is described, followed by an introduction to the specific implementation. The specific evaluations on the time delay and the code size are also explained. Based on evaluations on both the time delay and the code size, $SA2pMP$ is demonstrated to have practical applications in Java ME enabled CLDC-1.1 mobile devices, although some visual or multi-modal feedback needs to be considered for some applications.

**Chapter 6** This chapter provides comparisons between $SA2pMP$ and related work in terms of security and practicality. A J2ME application-layer security architecture (JASA) proposed by Itani and Kayssi (2004), a lightweight security mechanism (LSM) proposed by Lam et al. (2003), the iKP protocols proposed by Janson (2007) and Bellare et al. (2000), and SET (VISA and MasterCard, 1997) are first introduced as the comparable candidates, followed by their advantages and limitations. Comparisons are made based on the architecture design, time delay and code size for measuring the security and practicality of the architecture. Based on the comparison, the security and practicality advantages of $SA2pMP$ in protecting two-party mobile payment transactions over resource-limited mobile devices
are presented.

**Chapter 7**  This chapter is a conclusion with suggestions for areas of future work.
Chapter 2

Background

In this chapter background information is provided for wireless network technologies in Section 2.1, mobile service technologies in Section 2.2, mobile payment in Section 2.3 and the current state of mobile devices in Section 2.4. A description of Java ME is provided in Section 2.5, followed by an introduction of authentication in Section 2.6. Finally, cryptography is introduced in Section 2.7.

2.1 Wireless Network Technologies

The focus of this work is on transactions over wireless networks, which are normally provided by mobile network operators. Wireless networks are categorized as low-power, local-area systems or high-power, wide-area systems (Pahlavan & Levesque, 2005). Wireless local area networks (WLANs) are low-power, local-area systems. In contrast, high-power, wide-areas systems are intended to serve large numbers of users who require portability and mobility over wide areas. The mobile phone network (MPN) is the best example of the high-power, wide-areas systems.

The wireless local area network (WLAN) is a wireless alternative to a computer local area network (LAN) designed to provide coverage in a small area, such as a building, home, or office. The main attraction is the flexibility and mobility supported by a WLAN. Compared to MPN where a frequency (channel) is allocated, users in a WLAN have to share frequencies (Ferro & Potorti, 2005).

Not constrained to voice data, data communication over MPN has visibly developed. Since a MPN covers a wider area than a WLAN, mobile payment transactions with a MPN
can provide more convenience, mobility and portability than over a WLAN; therefore, MPN is viewed as more suitable to support mobile transactions than WLAN.

Today MPN are based on either the Global System for Mobile Communication (GSM) or its derivative standards (such as GPRS), or on the Code Division Multiple Access (CDMA). A more specific introduction to MPNs is provided in the following.

### 2.1.1 Mobile Phone Network

Mobile applications need a wireless communication network. As one of two major types of wireless networks, the mobile phone network (MPN) is believed to have a much higher penetration than WLAN (Parson & Schaeffler, 2001).

MPN is a radio network consisting of a number of cells, each of which is served by one or more fixed transmitters (Parson & Schaeffler, 2001). A mobile telephone or any other mobile device that connects to an MPN will be recognized as a mobile station. A MPN covers a wider area than a WLAN.

MPNs have evolved through several generations of mobile technologies, from first-generation (1G) to second-generation (2G / 2.5G), and third-generation (3G). For example, a large majority of Rogers’ customers use the services on second-generation (2G / 2.5G) MPNs. Some of the mainstream standards for second-generation technology are the Global System for Mobile Communication (GSM), the Code Division Multiple Access (CDMA), and the General Packet Radio System (GPRS). These commonly used standards support mobile payment transactions in different levels.

---

1 [http://www.rogers.com](http://www.rogers.com)
Global System for Mobile Communication

The Global System for Mobile Communication (GSM) is a second generation standard for mobile communication developed by the European Telecommunications Standards Institute (ETSI) with final ownership belonging to the Third Generation Partnership Project (3GPP) (Vyas & O’Grady, 2001). In GSM, the user is provided not only with a frequency band over which to transmit but also a time interval during the communication. GSM is the most widespread mobile standard currently utilized in Europe and the Asia-Pacific region. Several companies have adopted GSM in the United States. In Canada, two main carriers, Microcell (Fido)\(^2\) and Rogers Wireless (around 2001) operate with GSM (CanadianContent, n.d.).

GSM is able to provide users several services as follows (Scourias, 2003):

- **Telecommunication services**: Currently the most basic telecommunication service supported by GSM is the mobile telephone.

- **Data Services**:
  - **Internet Services**: GSM users can send and receive data at rates up to 9.6 Kbps;
  - **Short Message Service**: SMS is a bidirectional service for short alphanumeric (up to 160 bytes) messages;
  - **Fax**: Sending and receiving fax messages using a GSM phone and a laptop computer;
  - **Secure LAN Access**: Securing access to emails, faxes and file transfer to a corporate LAN.

- **Supplementary Services**: Such services include call forwarding, call barring, caller identification and multiparty conversation (Vyas & O’Grady, 2001).

\(^2\)http://www.microcell.ca
GSM is limited in its low data transmission speed and low bandwidth of data services. Other limitations include the fact that the charge for using GSM is based on the on-line duration and reconnection is required for each session. These limitations make it difficult to use GSM as the main stream network environment for real-time mobile payment transactions.

**General Packet Radio Service**

In contrast to GSM, the General Packet Radio Service (GPRS) charges only for data received and has much more stable connectivity (McKitterick & Dowling, 2003). GPRS is classified as a 2.5G technology, which means a technology between 2G and 3G. It is an extended service of the GSM network that offers the ability of surfing Internet using a phone at a slightly higher speed than GSM. GPRS Internet surfing speeds range from 9.6 Kbps to 171.2 Kbps (McKitterick & Dowling, 2003). GPRS can be considered as an overlay network on the GSM networks, adding the extra network elements on the GSM infrastructure. A phone with support capacities and a subscription from a supporting network operator is required to operate with GPRS.

The benefit of higher speed and more stable connectivity makes GPRS more suitable for operating mobile applications in real time. GPRS applications include Internet access, email, fax, unified messaging, and Short Messaging Service (SMS). The design of the proposed architecture can be considered to run on a GPRS network environment. For more details about GPRS, refer to Sanders, Thorens, Reisky, Rulik, and Deylitz (2003).
**Code Division Multiple Access**

As a competitor to GSM, Code Division Multiple Access (CDMA) is a proprietary standard for mobile communication\(^3\). CDMA was originally proposed by Qualcomm\(^4\), and subsequently developed by Ericsson\(^5\). CDMA is a wide-band, spread spectrum technology, which means a signal is transmitted on a bandwidth considerably larger than the frequency content of the original information (Vyas & O’Grady, 2001). CDMA allows each user in each cell to transmit on the same frequency channel and at the same time (Glisic & Leppanen, 1997). A unique code is assigned to all conversation. CDMA has been the dominant network standard for North America and parts of Asia. For example, some of largest mobile carriers in Canada provide CDMA, such as Bell Mobility\(^6\), TELUS Mobility\(^7\), and SaskTel\(^8\).

A CDMA call starts with a standard rate of 9.6 Kbps, which is then spread to a transmitted rate of about 1.23 Mbps (McKitterick & Dowling, 2003). That means CDMA has a higher speed than GSM in 2G technology. The benefit of higher speed makes CDMA an option for running the proposed architecture.

**Third Generation and Fourth Generation**

Companies are introducing the third generation technology as 3G, a generic term for a significant step in mobile technology development. The formal standard for 3G is the International Mobile Telecommunications 2000 (IMT-2000) in the International Telecommunication Union (ITU) family. The three optional modes for the 3G standard are Wideband

\(^{3}\)GSM is an open standard  
\(^{4}\)http://www.qualcomm.com/  
\(^{5}\)http://www.sonyericsson.com  
\(^{6}\)http://www.bell.ca  
\(^{7}\)http://www.telus.ca  
\(^{8}\)http://www.sasktel.com/
Code Division Multiple Access (W-CDMA)\(^9\) (Europe and the Asian GSM countries), Code Division Multiple Access (CDMA) (North America), and Time Division Duplex/Code Division Multiple Access (TDD/CDMA) (China) (McKitterick & Dowling, 2003). It is expected that IMT-2000 will provide higher transmission rates for 3G: a minimum speed of 2 Mbps for stationary or walking users, and 348 Kbps in a moving vehicle\(^{10}\) (ITU, 2005). 3G means not only an optimized voice service, but also well suited data communication. With 3G, users get a better support on data communication, such as Internet, electronic commerce, and multimedia communications.

1G, 2G, and 3G systems are likely to co-exist for some time. Following the paradigm of generational changes, the fourth generation (4G) was foreseen to emerge between 2010 and 2015 as an ultra-high-speed broadband wireless network (Bohlin et al., 2004). A very high-speed wireless access of 100 Mbps to 1 Gbps is expected to be provided by 4G mobile communications systems (Adachi, Garg, Takaoka, & Takeda, 2005).

Higher transaction speed provides users better support for data communication. No doubt, more mobile applications such as mobile commerce or multimedia communications will move toward business success with the development of wireless network technologies. We can assume that a mobile architecture designed for the previous generation can also be applied to present or future generations. The proposed architecture in this thesis is able to run with good performance in 3G or 4G network environments, although it is designed primarily for the current GPRS.

Different wireless network technologies support different mobile service technologies. The different mobile service technologies are able to fulfill the requirement for mobile payment applications at different levels. The following provides an introduction to mobile

\(^9\)W-CDMA is also referred to as Universal Mobile Telephone System (UMTS).
\(^{10}\)Second-generation systems only provide speeds ranging from 9.6 Kbps to 28.8 Kbps.
service technologies.

2.2 Mobile Service Technologies

Generational updates for wireless networks enable users to experience various mobile services or applications. Some mobile services or applications offer the opportunity to carry out various types of mobile transactions. This section introduces some popular mobile service technologies, including SMS, WAP, and Java ME.

2.2.1 Short Messaging Service

Short Messaging Service (SMS) is a part of the GSM standard and responsible for sending and receiving short text messages with a limited length to and from mobile phones. It is also presented on most other digital cellular networks such as CDMA and tends to operate in a similar fashion on each network. SMS enables two-way short messages to be sent between GSM subscribers. Using gateways, it is also possible to interchange messages with other systems such as Internet email and the Web.

Currently, SMS is one of the most common and affordable messaging tools for customers. It is not necessary to install any additional software. The banks and other financial sectors can easily send real-time messages to customers. SMS has already been employed in banks to provide mobile services (GoMoNews, 2009a, 2009b; Kuwayama, 2008).

However, SMS has some limitations. SMS limits alphanumeric messages to 160 characters and does not offer a secured environment (Mobile Marketing Association, 2009). These limitations mean that SMS can only serve part of the banking business such as advertising or client alerts, but for business requiring high security SMS has poor performance
as it does not provide a secured environment.

### 2.2.2 Wireless Application Protocol

The Wireless Application Protocol (WAP) was developed by the WAP Forum\(^ {11} \), which has over 500 members. In June 1997, Unwired Planet\(^ {12} \), along with Ericsson\(^ {13} \), Nokia\(^ {14} \), and Motorola\(^ {15} \) announced the formation of the WAP Forum (Mann, Sbihli, & NetLibrary, Inc, 2002). WAP-2.0, as a re-engineering of WAP, was released in 2002. (More detailed information about WAP can be found on each of the founder companies’ websites.)

WAP is an open standard for applications over wireless networks. It specifies a series of protocols covering all the protocol layers from the transport to the presentation levels. WAP provides a mechanism for displaying Internet information on a mobile phone or any wireless device by translating Internet information into a format which can be displayed in a resource-limited mobile device (Vyas & O’Grady, 2001). To access Internet content the mobile device needs to be WAP-enabled, and Internet content should be described in Wireless Markup Language (WML) format. A WAP gateway is also essential between the client mobile device and the WML host server, with the goal to translate the WAP request.

WML is a mobile equivalent to HTML for web pages.

WAP enabled devices can be handheld digital wireless devices such as mobile phones, pagers, two-way radios, smart phones, and communicators. WAP can work with most wireless networks such as GSM, CDMA, and GPRS. It can also be built on any operating system including PalmOS, EPOC, Windows CE, and JavaOS (WAP Forum, 2002).

\(^{11}\)http://www.wapforum.org/what/technical.htm
\(^{12}\)http://www.phone.com
\(^{13}\)http://www.ericsson.com/se/
\(^{14}\)http://www.nokia.com
\(^{15}\)http://www.motorola.com
Although WAP is designed for handheld wireless devices ranging from low-end to high-end, it has some technical limitations. Limited to simple layout of text, images, and input controls, WAP has not provided the expected support for multimedia. Second, WAP is an application which transmits a request to the server. When network connections are dropped, developers have no control over the alert message. Thirdly, a WAP application works only when the phone is connected to WML server, since the WAP browser relies on a WML server to provide the WAP content. These limitations make it inappropriate for implementing a security architecture on mobile devices.

2.2.3 Java ME

The Java Platform, Micro Edition (Java ME) was developed specifically for small mobile devices ranging from smart cards to personal digital assistants (PDAs). Categorized as a mobile service technology, Java ME has the benefit of being cross-platform, and is currently the standard for all mobile devices. For these reasons, Java ME is employed to construct the proposed architecture (see section 2.5 for details).

2.3 Mobile Payment

This thesis aims to provide an architecture for securing two-party mobile payment transactions. However, the proposed architecture is suggested to extend to other two-party mobile transaction applications. In this section an introduction focusing primarily on mobile payment transactions is provided with an overview of mobile payment, followed by an introduction to some popular mobile payment models. Finally, some existing mobile payment protocols are presented.
2.3.1 Mobile Payment Overview

A mobile payment can be defined as any payment transaction which involves a mobile device (Deans, 2004). With the growing prevalence of electronic commerce, mobile commerce and the widespread use of mobile devices, mobile payments have already been predicted to have a bright future in becoming a successful mobile service (Ondrus & Pigneur, 2005).

In the financial industry, the number of people worldwide who possess hand-held devices is beyond two billion, and the number continues to grow rapidly, exceeding the number of people with bank accounts and credit cards (Global Information Inc., 2005). Based on a survey provided by Aite Group LLC. in March 2007, among twenty-two of the top 100 U.S. deposit institutions, over ninety percent of banks, consider client convenience to be a top driver behind the adoption of mobile banking capabilities (Aite Group, 2007). Mobile devices are playing an increasing role in consumers’ lives, and banks already recognize the benefits of deploying mobile banking solutions, which increase their own competitive capabilities. According to TowerGroup Inc.16, the number of people using their phones for banking activities will be driven up to more than 53 million by 2013 (American Banker, 2009).

Although many observers are projecting that cell phones and PDAs will soon replace wallets and pocketbooks (FSTC Press Releases, 2007), the mobile payment application has not been as successful as anticipated. This can be partially explained by the youth of the market and a lack of standards (Ondrus & Pigneur, 2005). Mobile payment system designers are confronting a large challenge related to security.

In a general mobile payment service, both practicality and security are important factors. Therefore, an acceptable mobile payment platform should balance the requirements

---

16TowerGroup Inc. is an independent research firm owned by MasterCard Inc.
coming from both sides. Unfortunately there is currently no widely accepted protocol or architecture for mobile payments.

2.3.2 Mobile Payment Models

Gao et al. (2005) Model

Existing mobile payment systems can be classified into two types (Gao, Cai, Patel, & Shim, 2005). The first type of mobile payment system is mobile point of sale (POS) system that enables customers to purchase products on vending machines with their mobile devices. The second type is account-based payment systems which can be mobile phone-based, smart card, or credit card mobile payment systems, which is the focus of this research.

Karnouskos Model

Figure 2.1 depicts the parties involved in mobile payments (Karnouskos, 2004).

According to Karnouskos Model, the client receives the service of mobile devices from the merchant. In most cases, the client pays the merchant for this service. The merchant acts as an intermediary between the client and the service providers.

The transaction between the service provider and the client involves the other players. The mobile network operators are in charge of the wireless network. They have a large client base and influence all parties involved in a mobile payment. However, they cannot be fully responsible for the mobile payment system, as they have limited experience in payment services. The financial sector has the required experience with an understanding of the complexities of financial transactions (Laukkanen & Lauronen, 2005). The main
players in the financial sector include banks, credit card companies, and other financial institutions (for example, PayPal\textsuperscript{17}) (Herzberg, 2003).

The device manufacturers produce the mobile phones that are used by the customers. They control the technology and capabilities of the end-device, which affects the implementation and deployment of the mobile payment services (Karnouskos, 2004). Device manufacturers collaborate in defining mobile device capabilities, leading to the development of devices such as mobile devices and PDAs (Herzberg, 2003).

Another player involved in mobile payment is the software provider. They contribute to the implementation of a mobile payment infrastructure by producing standard compliant software that will connect the different parts of the mobile payment process (Karnouskos, 2004). The government, the last player, is not directly involved with mobile payment but sets standards and regulations for the other players in mobile payments (Karnouskos, 2004).

\textsuperscript{17}http://www.paypal.com

Figure 2.1: The major mobile payment players (Karnouskos, 2004).
According to (Karnouskos, 2004), to ensure that mobile payments are successful and to maintain the efficiency of the services, all players must cooperate and stay open-minded to the development of new technologies and models.

This work aims to design a security architecture for two-party mobile payments which can be extended to ensure security for other two-party mobile transactions, rather than to provide a transaction model for mobile payment; however, it is indispensable for the work to clarify the transaction model between several parties involved in a mobile payment. Although Karnouskos summarized the related parties in a mobile payment, they do not clarify how these different participants are related to a mobile payment, and on which level each participant is involved. This limitation leads this work to extend the model suggested by Karnouskos (2004) to a Four-layer model of mobile payment participants. The Four-layer model can be used to analyze the transaction relationship between the participants involved in a payment transaction; meanwhile, it can also be employed to demonstrate that this work on two-party mobile transactions can be extended to research on multi-party mobile transactions, especially on mobile payment transactions.

The detail of the Four-layer model can be found in 3.1.2.

2.4 Mobile Devices

In a mobile application via wireless networks, a mobile device plays a vital role on the client’s side of the transaction. In this section, an overview of mobile devices is provided, followed by an introduction of popular mobile operating systems running in mobile devices.
2.4.1 Mobile Devices’ Overview

A mobile device is a wireless communication tool that offers users advanced computing capabilities which are often same as a PC functionality (Nambiar, Lu, & Liang, 2004). Normally a mobile device is the size of pocket, making it easy to carry.

Electronic commerce is used to share business information, maintain business relationships, and conduct business transactions via telecommunications networks (Zwass, 1996). A major factor that defines an electronic commerce system as being mobile is the support of mobile devices as a transaction platform for end users (Lam et al., 2003). In order to attain high penetration into mobile commerce, end user convenience is a major concern. Mobile devices such as pocket PCs and smart phones are attractive options for the following reasons (Ginevan, 2002):

- low-cost,
- low battery consumption,
- highly portable,
- wireless capability,
- reasonable computing and display capability for simple transactions, and
- instantaneous power up (no lengthy boot up latency).

Today a large number of different mobile devices exist, but most differences are addressed by the integration of Java Virtual Machines (JVM). The Java Platform, Micro Edition (Java ME) allows a fast deployment of applications that “compile once and run anywhere” (Tillich & Großschadl, 2004). Hence, most of today’s devices conform to Java ME.
In this research, it is assumed that the mobile device is a Java-ME enabled phone. The specific definition of mobile device in this research is given in subsection 3.1.1.

### 2.4.2 Mobile Operating Systems

A mobile operating system is an operating system for a mobile device, which provides a software platform to run application programs. Although most mobile operating systems have been in the alliance supporting Java, they have some differences in performance in running Java applications. The proposed architecture in this research is built on mobile devices with Java ME. The typical mobile operating systems include Symbian, Windows Mobile, Palm, Linux, Android, iPhone OS and BlackBerry OS.

**Symbian OS**

Symbian OS is a proprietary operating system for mobile devices. It is associated with libraries, user interface frameworks, and reference implementations of common tools for programming. Originally it was produced by Symbian Ltd. owned by Nokia, Sony Ericsson\(^{18}\), Panasonic\(^{19}\), and Samsung\(^{20}\). In 2009, the Symbian Foundation was established to create an open and complete mobile software platform and to make it available at no charge to users (Symbian Foundation, 2009).

There are multiple platforms based upon Symbian OS that provide a software development kit (SDK) for application developers wishing to work on a Symbian OS device. The main ones are UIQ (User Interface Quartz) and Nokia S60. Java ME applications for Symbian OS can be accessed through the Symbian Mobile Java API (SMJ API).

---

\(^{18}\)http://www.sonyericsson.com/
\(^{19}\)http://www.panasonic.com/
\(^{20}\)http://www.samsung.com/
bian OS are developed using standard techniques and tools such as the Sun Java Wireless Tool kits (formerly the J2ME Wireless Tool kits). They are packaged as a Java Archive (JAR) (and possibly with a Java Application Descriptor (JAD)) files. Since Symbian OS offers good support for Java ME, a Nokia S60 emulator running with Symbian OS was employed in the simulation to demonstrate the practicality of the proposed architecture in this research.

See Symbian Foundation (2009) for further details regarding Symbian OS.

**Windows Mobile OS**

Windows Mobile is a lighter version operating system combined with a suite of basic applications for mobile devices based on the Microsoft Win32 API. Devices that run Windows Mobile include Pocket PCs, Smartphone, and on-board computers for certain automobiles. It is designed to be similar to Windows desktop versions. Additionally, third-party software development is available for Windows Mobile. Windows Mobile 6.5 is the current version with version 7 planned for release in the Spring 2010 (Chapman, 2009).

Windows Mobile operating system supports third party software development. Developers can choose several options to deploy a mobile application on Windows Mobile. The development of the application normally uses Visual C++ and works with the .NET Compact Framework. Microsoft\(^{21}\) usually releases Windows Mobile Software development kits (SDKs) which work in collaboration with their Visual Studio development environment. Windows Mobile also includes a Java Virtual Machine to support Java applications.

Microsoft licenses Windows Mobile to a large number of mobile computer or PDA

---

\(^{21}\)http://www.microsoft.com
manufacturers that are mostly from the PC industry, such as HP\textsuperscript{22}, Cisco\textsuperscript{23}, Philips\textsuperscript{24}, and LG\textsuperscript{25}. However, Windows Mobile has faced problems of simplicity, robustness, synchronization and memory requirements (McKitterick & Dowling, 2003). As Windows Mobile supports Java applications, the proposed architecture is able to be implemented in Windows Mobile.

For more details see Microsoft Corporation (2009).

**Palm**

Palm OS is a proprietary, embedded operating system initially developed for PDAs by Palm Computing, Inc. in 1996. It has been implemented on a wide range of mobile devices, such as Smartphone, handheld gaming facilities, and GPS devices. Since 2007 Palm OS has also been referred to as Garnet OS (ACCESS Press Release, 2007).

Palm OS is designed for ease of use with a touch screen-based graphical user interface. It is provided with a suite of basic applications for personal information management. Palm OS Garnet applications are primarily coded in C/C++. A Java Virtual Machine (JVM) was previously available for the Palm OS platform; however in 2008 Palm Inc. announced that JVM would no longer be supported by Palm OS. Many successful applications can be installed on a Palm OS device. Especially in the US, the Palm OS has a particularly wide acceptance (McKitterick & Dowling, 2003).

Refer to Palm official website\textsuperscript{26} for details.

\textsuperscript{22}http://www.hp.com
\textsuperscript{23}http://www.cisco.com
\textsuperscript{24}http://www.philips.com
\textsuperscript{25}http://www.lg.com
\textsuperscript{26}http://www.palm.com
**Linux**

Linux is a Unix-like computer operating system. Linux is one of the most popular examples of free software and open source development, available for free to modify, use, and redistribute. Linux is used as an operating system for a wide variety of computer hardware, including desktop computers, supercomputers, video game systems and embedded devices such as mobile devices.

ABI Research\textsuperscript{27} indicates that more than 127 million devices will be enabled with a commercial Linux OS by 2012, up from 8.1 million in 2007 (\textit{ABI Research, 2007}). Furthermore, device shipments which incorporate Linux as a real-time operating system (RTOS) replacement are set to grow to more than 76 million units in 2012, up from nearly zero in 2007. Linux is currently rated as a low-cost for money, license-free solution for commercial smart mobile phones, and for real-time operating system replacement in middle-tier devices (\textit{ABI Research, 2008}). On mobile phones, Linux distributions support many programming languages, including C, C++, Java, and FORTRAN. The proposed architecture in this research can be applied to Linux-based mobile devices.

**Android**

Android is a set of software including an operating system, a middleware and key mobile applications for mobile devices (\textit{Open Handset Alliance, n.d.}). It was initiated by Google\textsuperscript{28} and later developed by Open Handset Alliance\textsuperscript{29}. Open Handset Alliance is a group of hardware and software developers, including Google, NTT DoCoMo\textsuperscript{30}, Sprint Nextel\textsuperscript{31},

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{27}ABI Research is a market intelligence company specializing in global connectivity and emerging technology.
\item \textsuperscript{28}http://www.google.com
\item \textsuperscript{29}For more details about the Open Handset Alliance, refer to http://www.openhandsetalliance.com/
\item \textsuperscript{30}http://www.nttdocomo.com/
\item \textsuperscript{31}Sprint Nextel is a telecommunications company, based in Kansas, USA
\end{itemize}
\end{footnotesize}
and HTC\textsuperscript{32}, whose goal is to create a more open cell phone environment.

As an operating system, Android is lightweight with full features. Android allows developers to program in the Java language, to control the device via Google-developed Java libraries, and to run on the Linux 2.6 Kernel. One of the more exciting and compelling features of Android is that third-party applications are executed with the same system priority as those that are bundled with the core system in Android (DiMarzio, 2008). Android provides developers not only software development toolkits and a well-formed library, but also a right to access to anything that the operating system can access. An adequate Java support has the ability to enable the implementation of the proposed architecture in Android mobile devices.

Refer to the Android Official website\textsuperscript{33} for details.

\textit{iPhone OS}

The iPhone OS, also referred to as OS X iPhone, is the operating system developed by Apple Inc. for the iPhone and iPod Touch. On March 17, 2009, Apple presented the blueprint for iPhone OS 3.0 (Apple Inc., 2009).

The iPhone SDK was released on March 6th, 2008. It allows developers to develop applications for the iPhone and iPod Touch, as well as test them in an “iPhone simulator”; however, an iPhone Developer Program fee is charged for loading an application. Apple has not announced that they will enable Java to run on iPhone. Although Sun Microsystems announced plans to release a Java Virtual Machine (JVM) for the iPhone OS, based on the Java Platform, Micro Edition (Java ME), which would enable Java applications to run on the iPhone and iPod Touch (Krill, 2008), it is clear that running Java on the iPhone is not

\textsuperscript{32}http://www.htc.com/
\textsuperscript{33}http://www.android.com/about/
included in the iPhone SDK agreement. However, future support for Java ME on the iPhone looks promising. This will enable the implementation of the proposed architecture on the iPhone.

Refer to Apple inc. official website\textsuperscript{34} for details.

\textbf{BlackBerry OS}

BlackBerry OS, for BlackBerry smartphones, is the proprietary software platform of the Canadian wireless device company, Research In Motion (RIM), for their BlackBerry Smartphones. The BlackBerry is primarily known for its ability to send and receive e-mail, although it has other functions such as a phone, camera, and media player, and includes maps, organizer, applications, games, and Internet (\textit{Research In Motion Limited}, n.d.). The BlackBerry OS supports MIDP-2.0 and WAP 1.2.

Since the BlackBerry OS supports a Java ME based application, it provides its Java API for third-party developers, and allows them to build software applications. It supports the proposed architecture. However, any application using certain restricted functions requires a digital signature in order to guarantee an authorship of the application.

For more details, refer to BlackBerry\textsuperscript{35} and RIM\textsuperscript{36} official websites.

\section*{2.5 Java ME}

Java is a programming language or a platform which was originally developed by Sun Microsystems. Java applications are compiled into byte-code and are executed on a Java

\begin{footnotesize}
\begin{itemize}
\item\textsuperscript{34}http://www.apple.com/
\item\textsuperscript{35}http://www.blackberry.com
\item\textsuperscript{36}http://www.rim.com
\end{itemize}
\end{footnotesize}
virtual machine (JVM). One of the advantages of a virtual machine is that the same code can be executed in all environments where one is located. This advantage is referred to as cross-platform. Java ME is the abbreviation of Java Platform, Micro Edition. Since the security architecture implemented in Java ME is proposed in this research, it is necessary to give a more detailed introduction to Java ME. Additionally, as the Record Management System (RMS) will be used, an overview of RMS is also provided.

2.5.1 Java ME: An Overview

Java Platform, Micro Edition (Java ME), is a collection of technologies and specifications that create a platform fitting the requirements for mobile devices such as consumer products, embedded devices, and advanced mobile devices (Sun Microsystems, n.d.-a).

Java ME technology was originally created in order to deal with the constraints associated with building applications for small devices. For this purpose Sun Microsystems\(^\text{37}\) defined the basics for Java ME technology to fit such a limited environment and make it possible to create Java applications to run on small devices with limited memory, display and power capacity.

Java ME platform is a collection of technologies and specifications that can be combined to construct a complete Java runtime environment specifically to fit the requirements of a particular device or market. This offers a flexibility and co-existence for all players in the system to seamlessly cooperate to offer the most appealing experience for the end-user.

The Java ME technology is based on three elements:

1. a configuration which provides the most basic set of libraries and virtual machine capabilities for a broad range of devices,

\(^37\)http://www.sun.com/
2. a *profile* which is a set of APIs that support a narrower range of devices, and

3. an *optional package* which is a set of technology-specific APIs.

A Java ME application environment includes both a configuration such as the Connected Limited Device Configuration (CLDC) and a profile such as the Mobile Information Device Profile (MIDP). In addition, optional packages provide capability in specific areas of functionality, such as wireless messaging and multimedia capture and playback. CLDC and MIDP is introduced in the following two subsections.

### 2.5.2 Connected Limited Device Configuration

The Connected Limited Device Configuration (CLDC), for small devices, specifies a framework for Java ME applications targeted at devices with very limited resources, such as mobile phones. A more capable configuration is called the Connected Device Profile (CDC), which was developed under Java Community Process (JCP)\(^\text{38}\).

The JCP is an open organization inclusive of active members and non-member public participants. It was established in 1998, and is responsible for the development of Java technology and the approval of Java technical specifications.

Based on the CLDC definition, mobile devices are normally equipped with the following capabilities (*Java Community Process*, n.d.-b):

- a 16-bit/32-bit processor,
- processor speeds starting from 8-32 MHz,
- at least 160 KB of non-volatile memory allocated for the CLDC libraries and virtual machine,

\(^{38}\text{http://www.jcp.org}\)
low power consumption, usually operating on battery power, and

connectivity to some kind of network, often with a wireless, limited (9600 bps or less) bandwidth.

CLDC provides the basic set of libraries and virtual-machine features which are in every implementation of a Java ME environment. Combined with some profiles, such as MIDP, CLDC gives developers a reliable Java platform for developing applications for mobile devices.

### 2.5.3 Mobile Information Device Profile

The Mobile Information Device Profile (MIDP) is another key element of Java ME. It specifies a profile for the use of Java ME on mobile devices. It defines a platform for dynamically and securely deploying optimized, graphical, networked applications.

MIDP-2.0 is backwardly compatible with MIDP 1.0, with the same target of small, high-volume wireless devices and with the same objective to maintain a tight control on growth in core APIs (Java Community Process, n.d.-a). MIDP focuses on mobile commerce and service-based applications. MIDP-2.0 has more advanced benefits of (Sun Microsystems, n.d.-c):

- rich user interface capabilities,
- multimedia and game functionality,
- extensive connectivity,
- over-the-air provisioning, and
- end-to-end security.
MIDP occupies the layer above CLDC, and define a standard Java runtime environment for most mobile devices.

### 2.5.4 MIDlets

A MIDlet is a Java application, running on MIDP compliant devices (Debbabi, Talhi, & Zhioua, 2007). Programmers writing a MIDlet are restricted to CLDC APIs, MIDP APIs and optional packages. A MIDlet consists of at least one Java class which is derived from the abstract class `javax.microedition.midlet.MIDlet`.

A group of MIDlets can be collected into one *MIDlet suite*. The MIDlet suite is packaged and implemented into a mobile device as a single entry that can only be removed as a group. MIDlets in the same MIDlet suite share static and runtime resources. Normally a MIDlet suite is packaged in a Java Archive (JAR) file. The package information is provided in a Java Application Descriptor (JAD) file. A MIDlet is designed for simulating a two-party mobile payment transaction to evaluate the proposed architecture.

### 2.5.5 Record Management System

MIDP specification requires that a platform provides persistent storage via nonvolatile memory. The storage can be viewed as a simple record-oriented database, referred to as the record management system (RMS) (S. Ghosh, 2002). RMS in MIDP manages several Record Stores, which are simply flat files containing binary data. Every piece of data in a record has an associated numeric record ID that is characteristic to each record store. Each record store has a name that must be unique within MIDlet suite that created it. MIDlets can access only record stores created by themselves or others in the same suite. When a
MIDlet suite is removed from a device, all its associated record stores are deleted.

The *javax.microedition.rms* package contains a *RecordStore* class that provides rudimentary access to data in a record store. Record store implementation ensures no corruption of data will occur with multiple accesses. The record store is time-stamped to mark the last modification time, and maintains a version which is an integer that is incremented for each operation that modifies the contents of the record store. Each record in a record store is an array of bytes and has a unique integer identifier. The RMS APIs (Mahmoud, 2000; Giguere, 2004):

1. allow MIDlets to manipulate (add and remove) records within a record store,

2. allow MIDlets in the same application to share records, and

3. support to prohibit sharing records between different applications (in MIDP-2.0).

RMS is a good choice of designers wanting to store persistent data in mobile devices. In the proposed architecture, RMS is an option for storing the encryption key in the key management strategy. Refer to Subsection 4.1.6 for design details.

### 2.6 Authentication

A mobile transaction system, particularly for banking payments, requires an advanced security architecture which implements a strong strategy to protect authentication. In this section, an introduction to authentication is provided. *Authentication* is defined, followed by an introduction to single-factor authentication (SFA) and multi-factor authentication (MFA).
2.6.1 Authentication: Definition

In computer security, authentication is used to ensure that the communicating entity is who they are claiming to be (Stallings, 2006). According to the Federal Information Processing Standards (FIPS) 200, authentication verifies “the identity of a user, process, or device, often as a prerequisite to allowing access to resources in an information system” (NIST, 2006).

Authentication is regularly confused with the related term of authorization. The difference between authentication and authorization is that authentication is the process of verifying one’s identity while authorization is the process of verifying that a known entity has the authority to perform certain operations. Based on authentication, systems or users are offered different levels of authority (Krawetz, 2006).

Authentication can be accomplished by using any combination of three kinds of factors (Maiwarld, 2004; Schneider, n.d.):

- *something you have*: ID card, security token, software token, phone, or cell phone,

- *something you know*: a password, pass phrase, or personal identification number (PIN), or

- *something you are*: fingerprint or retinal pattern, DNA sequence (there are assorted definitions for what is sufficient), signature or voice recognition, unique bio-electric signals, or another biometric identifier.

A broad range of authentication methods and properties is shown in Table 2.1.

Categorization based on how many authentication factor(s) be employed, authentication strategies can be divided into single-factor authentication and multi-factor authentication.
Table 2.1: Authentication methods and their properties.

<table>
<thead>
<tr>
<th>Method</th>
<th>Examples</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>What you know</td>
<td>ID,PIN, Password</td>
<td>Shared, Forgotten</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Easy to guess</td>
</tr>
<tr>
<td>What you have</td>
<td>Cards, Badges,</td>
<td>Lost</td>
</tr>
<tr>
<td></td>
<td>Keys</td>
<td>Shared,Duplicated,</td>
</tr>
<tr>
<td>What you know and have</td>
<td>PIN for ATM</td>
<td>Shared, Weak PIN</td>
</tr>
<tr>
<td>Something unique</td>
<td>Fingerprint, face,</td>
<td>Not possible to share</td>
</tr>
<tr>
<td></td>
<td>voiceprint</td>
<td>Repudiation unlikely;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forging difficult;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cannot be lost or stolen</td>
</tr>
</tbody>
</table>

2.6.2 Single-factor Authentication

Single-factor authentication (SFA) is a traditional security process that requires one of the elements (something you have, something you know, or something you are) (Maiwarld, 2004) before granting access rights to the user.

Offering a password is the most basic method for single-factor authentication. Like the Password Authentication Protocol (PAP), it offers a basic access strategy for logging onto a network (Hassell, 2002). A table of usernames and passwords is stored on a server. When users log on, their usernames and passwords are sent to the server for verification. SFA security relies on the diligence of users, who should take additional precautions, such as creating a strong password and protecting it from access by others. However, SFA security has its limitations. “Something you have” can be stolen, while “Something you know” can be guessed, shared or lost to other methods. “Something you are” is commonly the strongest method; however, the implementation is costly and there is still the possibility of access being compromised (EDS.com, n.d.).
2.6.3 Multi-factor Authentication

For applications that require greater security, it is advisable to implement multi-factor authentication (MFA), which is sometimes referred to as a strong authentication.

In U.S. Government National Information Assurance Glossary (The United States Federal Government, 2006), strong authentication is defined as a “layered authentication approach relying on two or more authenticators to establish the identity of an originator or receiver of information.” This means that a system with a strong authentication property must require multiple factors for user authentication and use advanced technology to verify a user’s identity. Financial sectors such as banks hold high risk systems.

Given the limitations of single-factor authentication, the logical alternative is two-factor authentication, in which two of the elements are applied. An example is a system that is employed to authenticate the automated teller machine (ATM) users (Firesmith, 2003). The system combines a card (what you have) with a personal identification number (what you know).

Requiring more than one factor significantly enhances security because single-factor authentication by itself may not be sufficient to perform authentication that can be relied on. Accordingly, properly designed and implemented multi-factor authentication methods are more reliable. To offer secured and reliable services to their customers, financial systems, such as payment systems, should employ multi-factor strategy for authentication.

2.7 Cryptography

Cryptography is the art and science of securing messages so unintended audiences cannot read, understand, or alter the message (Tipton & Krause, 2003). A security architecture
must have a cryptography implementation, as cryptography helps provide confidentiality, integrity and even non-repudiation. The goal for proposing the architecture is to design a mobile payment security architecture which is able to be implemented practically on resource-limited mobile devices and is compatible on wireless networks. The employment of cryptography strategy contributes to sufficient security required by a monetary architecture but often imposes computational requirements that cannot be met by resource-limited environments. In this section basic cryptography concepts are introduced, followed by Symmetric-key cryptography and Public-key cryptography. The representative algorithms are introduced in these subsections. Symmetric-key cryptography and Public-key cryptography are compared and finally the advantages in software implementation of cryptography is analyzed.

### 2.7.1 Basic Cryptography Concepts

The fundamental objective of cryptography is to enable two parties to communicate over an insecure channel while ensuring that a third party cannot understand what is being said (Stinson, 2002). Modern cryptography concerns the construction of information systems that are robust against malicious attempts to make these systems divert from their prescribed functionality (Goldreich, 2005).

A pair of transformations exists in cryptography: encryption and decryption. Encryption converts a meaningful chunk of data (plaintext) to a meaningless chunk of data (ciphertext), which is unreadable to anybody except those possessing knowledge of the data or its key, while decryption transforms the ciphertext back into the plaintext. Plaintext has a wide range of meanings, such as a stream of bits, a text file, or a digitized voice or image (Schneier, 1994). In this research, Plaintext is a text message.
A cryptography algorithm is a mathematical function which is used to perform encryption and decryption. It can be implemented in software, or hardware, or both. The cryptography algorithm used between communication parties should be the same. A communication party is someone who sends, receives, or manipulates data. In a two-party communication, a sender is the transmitter of data, who encrypts the plaintext and sends out the ciphertext. A receiver is the intended recipient of information, who decrypts the ciphertext and recovers the plaintext. The intruder, a third party who tries to recover the plaintext, is one of the two most publicized threats to security (the other is viruses) (Stallings, 2006).

Most cryptographic systems incorporate random number algorithms. A random number is seeded with a key, which is used by cryptography algorithms to vary the ciphertext. This means that plaintext encrypted with different keys generates different ciphertexts (Krawetz, 2006). Without the correct key, the intruder cannot recover the plaintext.

Commonly, two forms of cryptography are in use: Symmetric-key cryptography and Public-key cryptography. Subsection 2.7.2 provides an introduction to Symmetric-key cryptography and subsection 2.7.3 gives a survey of Public-key cryptography.

### 2.7.2 Symmetric-key Cryptography

Symmetric-key cryptography works on the basis that the same key is shared between the sender and the receiver. Alice (a sender) and Bob (a receiver) are used as an example to describe a two-party communication with the Symmetric-key encryption:

1. Alice and Bob share a secret key.

2. Alice encrypts the plaintext with the key, and sends the ciphertext to Bob.

3. Bob decrypts the ciphertext using the same key.
The two primary types of Symmetric-key cryptography are stream ciphers and block ciphers. A block cipher transforms a block of plaintext with a fixed size into a block of ciphertext with equal length. A block size is typically of 64 or 128 bits (Stallings, 2006). The Advanced Encryption Standard (AES) is an example of block ciphers. A stream cipher operates on data stream. It encrypts a digital data stream one bit or one byte at a time. The Rivest Cipher #4 (RC4) is a stream cipher (Krawetz, 2006). The byte-by-byte encoding method of stream ciphers is not suitable for software implementation. It also affects significantly the throughput of hardware implementations. As a result, current stream ciphers have been designed to support a certain length of plaintext to be encrypted at a time.

Schneier (1994) outlines the advantages and disadvantages of block ciphers and stream ciphers. The primary benefit of block ciphers is that the security is stronger in principle, whereas stream ciphers are more easily analyzed mathematically and therefore less secure. The main limitation of block ciphers is that the software and hardware implementations are more complicated than stream ciphers. Because of the security concerns, block ciphers are considered in the present study.

The main problem with Symmetric-key cryptography is that the sender and receiver have to share the same secret key. If they are in separate physical locations, they must trust a courier, or a phone system, or some other transmission medium to protect the secret key. Anyone who overhears or intercepts the secret key in transition can read, modify, or falsify messages encrypted with that key. Key management is in charge of the generation, transmission and storage of keys. Because all keys in a Symmetric-key cryptography algorithm must be kept secret, it is essential to also provide secure key management for a Symmetric-key cryptography approach. Refer to (Stallings, 2006) for further information.

AES is a well-known Symmetric-key cryptography algorithm, and is described in detail in the following subsection.
Advanced Encryption Standard

The Advanced Encryption Standard (AES), a typical symmetric-key cryptography algorithm, was published by the National Institute of Standards and Technology (NIST) in 2001. It was intended to replace the Data Encryption Standard (DES), including Triple DES as the approved standard for a wide range of applications and platforms (Stallings, 2006). AES was originally published as Rijndael algorithm (Daemen & Rijmen, 1999, 2006), and is named after its developers, Belgian researchers Rijmen and Daemen.

AES is a symmetric block cipher algorithm, with a fixed block size of 128 bits and a cipher key size of 128, 192, or 256 bits. AES performs four operations on a 128-bit block of data for a certain number of repetitions. The four operations are SubBytes, ShiftRows, MixColumns, and AddRoundKey. The number of these repetitions depends on key size. For example, an AES algorithm is implemented to encrypt plaintext block size of 128 bits, with cipher key size of 256 bits, then 14 rounds of these four operations are required. Every state of AES operation can be pictured as a 4 x 4 matrix of bytes. All the intermediate results of the 128-bit block, as well as the input and the output block, are called states. At each stage of the transformation, the block of data is transformed from its current state to the new state according to the different operations.

SubBytes is a simple “table lookup” operation. It uses a substitution table (S-box) to perform a byte-by-byte substitution of the block. S-box is a 16 x 16 matrix of bytes, which contains a permutation of all possible 256 8-bit values. InvSubBytes is the inverse operation of SubBytes.

ShiftRows is the forward shift row transformation. Each row of the state is shifted left over a different number. Figure 2.2 depicts that the first row of state performed a 0-byte circular left shift. The second row performed a 1-byte circular left shift. For the third row, a 2-byte circular left shift is performed, and a 3-byte circular left shift is performed for the
fourth row of state. The inverse operation of ShiftRows, \textit{InvShiftRows} shifts to the right on decryption.

\begin{figure}[h]
\centering
\begin{tabular}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & A & B \\
C & D & E & F \\
\end{tabular}
\end{figure}

Figure 2.2: AES Shiftrows Transformation (Stallings, 2006).

\textit{MixColumns} operates on each column individually. Each byte of a column is mapped into a new value. Each column is treated as a polynomial over $GF(2^8)$, and is multiplied modulo $(x^4 + 1)$ by the constant polynomial

\begin{equation}
a(x) = \{03\}x^3 + \{01\}x^2 + \{01\}x + \{02\}
\end{equation}

The inverse operation of \textit{MixColumns}, \textit{InvMixColumns} operation is a multiplication of each column with

\begin{equation}
b(x) = a^{-1}(x) \mod (x^4 + 1) = \{0B\}x^3 + \{0D\}x^2 + \{09\}x + \{OE\}
\end{equation}

\textit{AddRoundKey} performs a logical \textit{XOR} of the 128 bits of state with the 128 bits of the round key. The inverse operation of \textit{AddRoundKey} is to forward another \textit{AddRoundKey} transformation, as the XOR operation is its own inverse.
The AES algorithm is required to be royalty-free for use worldwide and offers security of a sufficient level to protect data for the next 20 to 30 years. AES is simple for the design purpose, and supports a cipher key size varying from 128 bits to 256 bits. Although the number of rounds is fixed in the specifications, this can be modified as a parameter in case of security problems (Daemen & Rijmen, 1999). AES can be implemented on a Smart Card using a short count of code and cycles (Sanchez-Avila & Sanchez-Reillol, 2001). When comparing speed and reliability in implementations, it has better performance in both software and hardware than the other symmetric algorithms such as MARS (submitted by IBM Research), RC6 (submitted by RSA Security), and Twofish (Schneier). (Dray, 2000; IBM MARS Team, n.d.; Rivest, Robshaw, Sidney, & Yin, n.d.; Schneier et al., 1998).

AES also has other advantages mentioned below. The proposed architecture employs AES as part of its cryptography solutions. (Refer to Subsection 3.4.1 for details.)

### 2.7.3 Public-key Cryptography

The concept of Public-key cryptography was proposed in 1976 by Diffie and Hellman (Diffie & Hellman, 1976) in order to solve the key management problems. In their technique, each party gets a pair of keys, one of them is referred to as the public key and the other as the private key. Each party’s public key is published while the private key remains secret. It is not necessary to share the secret key between the sender and receiver. All communications involve only public keys and no private key is ever transmitted. It is no longer necessary to trust some communication channels to be secure against eavesdropping or betrayal. The only requirement is that public keys are associated with their users in a trusted manner (for instance, in a trusted database).

In Public-key cryptography the two-party communication encryption works as follows:
1. Alice gets Bob’s public key from the database.

2. Alice encrypts her message using Bob’s public key and sends it to Bob.

3. Bob then decrypts Alice’s message using his private key.

The public key is not always used for encryption. The private key can also be employed to create ciphertext. In this scenario, anybody holding the public key can decode the ciphertext. This approach is commonly referred to as a digital signature. The sender cannot falsely claim that they did not encode a plaintext, and all receivers know that the plaintext is authentic (Krawetz, 2006).

A comprehensive approach therefore involves a sender who may use private and public keys for encoding a message. The receiver’s public key ensures message confidentiality, and the sender’s private key signs the encryption, which ensures non-repudiation. (Refer to section 3.2 for information about confidentiality and non-repudiation.)

The digital signature is one application of Public-key cryptography, employing the private key to encrypt a message or message digest, while making use of the public key to decrypt the ciphertext. The following provides an introduction to digital signatures.

**Digital Signature**

A *digital signature* is not only used to protect data integrity but also used to achieve authentication and non-repudiation (Stallings, 2006). A digital signature mechanism can be employed to authenticate the identity of the sender of a message, and sometimes to ensure that the original content of the message that has been sent is unchanged. Digital signatures can protect the two parties against each other, because there is no complete trust between sender and receiver. The digital signature approach is analogous to a handwriting signature.
on a paper document (Stallings, 2006).

A digital signature uses a private key to encrypt the messages and a public key to decrypt messages. By comparing the signature with the original message it is possible to see that the message has not been changed and that it has been signed using a particular key-pair.

In digital signature schemes, three main properties are required:

- verification of the sender at the time of the signature,
- authentication of the content at the time of the signature, and
- verifiability by third parties to resolve disputes between sender and receiver.

Bob and Alice can again be used to illustrate this concept. Alice is supposed to send a message to Bob. Alice has to provide Bob the assurance that the message is unchanged from what she sent and that it is really from Alice. To do so, Alice uses her private-key of a key pair to encrypt the message to produce a digital signature. Alice then sends the message along with this digital signature. As discussed in 2.7.3, most digital signature implementation in practice only signs the message digest, not the entire message.

Since Alice’s public-key is the only key that can decrypt that message, Bob constitutes a successful decryption with Alice’s Public-key making a digital signature verification, which means that Alice’s private key did encrypt the message. In practice, the message digest which Bob makes the hash value A from the received message is compared with the hash value B decrypted from the digital signature with Alice’s public-key. If these two hash values match each other, the received message is successfully verified. In other words, the message Bob received is unchanged from what Alice sent and the message Bob received is really from Alice. Figure 2.7.3 illustrates the digital signature signing and verification process.

A digital signature includes three process steps: a key generation process, a signature signing process, and a signature verifying process.
Figure 2.3: Digital Signature (Stallings, 2006).

- A key generation algorithm selects a private key uniformly at random from a set of possible private keys. The algorithm outputs the private key and a corresponding public key.

- A signing algorithm produces a digital signature for the given message (or a message digest) by a private key.

- A signature verifying algorithm outputs a Boolean value representing accept or reject, with the input values of a given message (or a message digest), a public key, and a digital signature.

Some public-key cryptography algorithms are suitable for digital signature and/or encryption/decryption. Table 2.2 indicates the applications supported by the Digital Signature Algorithm (DSA), the Rivest-Shamir-Adleman algorithm (RSA) and the Elliptic Curve Digital Signature Algorithm (ECDSA) discussed in this chapter.
Table 2.2: Applications for DSA, RSA, and ECDSA.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Encrypt/Decrypt</th>
<th>Digital Signature</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSA</td>
<td>X</td>
<td>√</td>
</tr>
<tr>
<td>RSA</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>ECDSA</td>
<td>X</td>
<td>√</td>
</tr>
</tbody>
</table>

Although the digital signature application is the only application for the public-key cryptography algorithms considered in the present research, there are options for various digital signature algorithms that can be implemented in the architecture. In the following paragraphs, typical digital signature algorithms (DSA, RSA, and ECDSA) are introduced. Because of the benefit of shorter key size and higher security level, ECDSA is employed in the cryptography solutions of the proposed architecture. (The cryptography solutions are described in detail in subsection 3.4.1.)

**Digital Signature Algorithm** In 1991, the National Institute of Standards and Technology (NIST) published the Digital Signature Standard (DSS) in Federal Information Processing Standard FIPS 186 (Stallings, 2006). An expanded version of DSS was published as FIPS 186-2 in 2000 (see (NIST, 2000)). The DSS makes use of SHA to present a digital signature technique, which is the Digital Signature Algorithm (DSA). Unlike RSA, DSA only provide digital signature function used for encryption or key exchange.

DSA is based on the difficulty of computing discrete logarithms. The schemes on which DSA is based are originally presented by ElGamal (1985)) and Schnorr (1991). Stallings (2006) and NIST (2000) provides further details of DSA.

**The Rivest-Shamir-Adleman Algorithm** The Rivest-Shamir-Adleman algorithm (RSA) is for Public-key cryptography. It was the first algorithm for digital signature and encryption/decryption. RSA has been widely employed in electronic commerce protocols. The transaction in an electronic commerce is considered secure if given sufficiently long keys
and up-to-date implementations.

RSA was publicly developed in 1977 by Rivest, Shamir, and Adleman at MIT and then published in 1978 (Rivest, Shamir, & Adleman, 1978). The security of RSA relies on the fact that it is hard to factorize a product of two large prime numbers. RSA can be used to implement digital signatures. The Security Division of EMC\(^{39}\) has published two different signature schemes, RSASSA-PKCS1-v1_5 and RSASSA-PSS, in the PKCS#1 specification (RSA Laboratories, 2002). RSASSA-PSS is the recommended algorithm as its encoding uses a random value, therefore, it is more robust against attacks (RSA Laboratories, 2002).

RSA is a block cipher in which the plaintext and the ciphertext are integers between 0 and \(n - 1\) for some number \(n\) (Stallings, 2006). A typical size for the number \(n\) is 1024 bits. The security of RSA with a key size of 1024 bits is equivalent to a symmetric setting of 80 bits (Barker, Barker, Burr, Polk, & Smid, 2007).

Refer to (Stallings, 2006; RSA Laboratories, 2002; Rivest et al., 1978) for further information of RSA.

**ECDSA** Elliptic curve cryptography (ECC) is an approach to Public-key cryptography based on the algebraic structure of elliptic curves over finite fields (Koblitz, 1987). Compared to RSA, ECC appears to provide equal security using much smaller key size (approximately one-eighth the key size), thus reducing processing overhead (Stallings, 2006). For example, a 160-bit ECC key provides the same level of security as a 1024-bit RSA key, and 224-bit ECC is equivalent to 2048-bit RSA (Chang, Eberle, Gupta, & Gura, n.d.). This means ECC offers faster computations, lower power consumption and memory, and bandwidth savings. These properties are useful for mobile devices which are typically limited in the CPU resources, power and network connectivity. Thus, ECC is theoretically more

\[^{39}\text{http://www.emc.com}\]
suitable for securing mobile banking than RSA.

Elliptic curves used in cryptography are defined over two kinds of fields:

- **prime curves**: $GF(p)$, p is a large prime number
- **binary curves**: $GF(2^m)$, $2^m$ element are binary polynomials

Elliptic Curve DSA (ECDSA) is one approach to realize the Digital Signature Algorithm (DSA). ECDSA was first proposed by Vanstone (1992), in response to NIST’s request for public comments on the proposal for DSS. It was accepted in 1998 as an ISO (International Standards Organization) standard (ISO 14888-3), accepted in 1999 as an ANSI (American National Standards Institute) standard (ANSI X9.62), and accepted in 2000 as an IEEE (Institute of Electrical and Electronics Engineers) standard (IEEE 1363-2000) and a FIPS standard (FIPS 186-2) (Johnson, Menezes, & Vanstone, 2001).

Good overviews of elliptic curve cryptography can be further found in Koblitz, Menezes, and Vanstone (2000) and Lopez and Dahab (2000a).

**Hash Function**

Hash functions are employed in conjunction with Public-key cryptography algorithms to produce digital signatures. In the following an introduction to hash functions is provided.

When implementing a digital signature, it is unusual to encrypt a whole message for security and performance reasons. The proposed architecture employs a hash function to create a *message digest*, which is used to generate the digital signature for the message.

A *hash function* works on a message with an arbitrary length, and returns a fixed-size hash value (Delfs & Knebl, 2002). This hash value is sometimes called *message digest* or *digital fingerprint*. The ideal cryptography hash function has four characteristics:
• it should be simple to calculate the *message digest* for any given message,

• it should be computationally impractical to find a message with a given *message digest*,

• it should be computationally impractical to alter a message without modifying its *message digest*, and

• it should be computationally impractical to find two different messages with the same *message digest*.

Hash functions are widely used currently. The message digest can be used in creating digital signature schemes. For security and performance reasons, most digital signature algorithms specify only to sign the digest of the message, not the entire message. In addition, a hash function can be used to control the integrity of a message. Determining whether any changes have been made to a message (or a file), for example, can be accomplished by comparing message digests calculated before, and after, transmission or any other event.

**Secure Hash Algorithm**  The Secure Hash Algorithm (SHA) is the most widely used hash function. It was developed by NIST and published as FIPS 180 in 1993. In 1995, a revised version was published as FIPS 180-1. This revised version is generally called SHA-1 or Secure Hash Standard in the standards document. Currently the updated Secure Hash Standard is FIPS 180-3, which was published in October 2008 (*NIST, 2008*).

SHA-1 is the most established of the SHA hash functions, and has been employed in widely used security applications and protocols. SHA-1 calculates a condensed representation of a message. When a message of any length < 264 bits is input, the SHA-1 produces a 160-bit message digest (*NIST, 1995*).
2.7.4 A Comparison of Symmetric-key and Public-key

The two commonly used categories are Symmetric-key cryptography and Public-key cryptography. Each of them has its own advantages and limitations. In this subsection, a brief comparison of these two cryptography categories is provided.

The main advantage of Public-key cryptography is increased security: only the private key needs to remain secret (Mollin, 2003). In contrast, a Symmetric-key cryptography system has to transmit the secret keys (either manually or via a communication channel); therefore, it is possible for an intruder to discover the secret keys during their transmission.

A disadvantage of using Public-key cryptography for encryption is efficiency. There are many popular Symmetric-key encryption algorithms significantly faster than any existing Public-key encryption algorithms such as DES. The trade-off process between operation speed and security level must be evaluated, particularly for resource-limited mobile devices. The good news is that Public-key cryptography computation capabilities and operation speed are increasing significantly with the development of mobile device manufacturing technology.

It is not necessary to choose between Public-key and Symmetric-key cryptography. A hybrid of Public-key and Symmetric-key cryptography combines the benefits of both. One type of hybrid cryptography involves a symmetric key algorithm being used to hide the object while a public key mechanism is used to manage the keys of this symmetric algorithm (Tipton & Krause, 2007). It is a good combination for implementing Public-key cryptography along with Symmetric-key cryptography on the systems that make use of mobile devices. In the proposed architecture, both Public-key and Symmetric-key cryptography algorithms are employed.

As the present research is proposed on a software application level architecture, it is
necessary to explain the rationale for software implementation for cryptography.

2.7.5 Software Encryption

In this subsection an argument for the benefits of software encryption is explained.

It is necessary to consider hardware or software when an encryption is implemented or integrated in an electronic commerce. Each cryptography algorithm, which can be implemented in either hardware or software, has its related costs and benefits.

Generally, hardware encryption has better performance than software encryption. Unfortunately, there are several problems with implementing cryptography algorithms in hardware. One problem is that cryptography hardware is not ubiquitous, cheap, or readily exportable (Nahum, O’Malley, Orman, & Schroeppel, 1995). It is impractical to add more than one piece of cryptography hardware to a given network facility, such as a mobile device or a network server.

The software encryption is currently becoming prevalent in business applications. Any encryption algorithm can be implemented in software. The advantages of software implementations relate to cost and portability. The software implementations can be inexpensively implemented and copied on many computational facilities. Furthermore, regarding mobile devices, almost all manufacturers support the standard of Java ME technology running on their products. The popularity of Java ME, the adoption of the security and Trust Services API (Sun Microsystems, n.d.-b), and some third party security software development kits (SDKs) contribute a good basis for software encryption.

This chapter provided background knowledge related to mobile transaction security. The next chapter analyzes security requirements and explains the model for designing ar-
architecture to provide comprehensive security for two-party mobile payment transactions.
Chapter 3
System Analysis

This chapter analyzes security requirements and describes how the proposed architecture is
designed to provide a comprehensive security for two-party mobile payment transactions.

Constraints and limitations of the present research are described in section 3.1, basic secu-

rity objectives which the proposed architecture is to protect are introduced in section 3.2,

and the security map model based on an Onion Layer framework is explained in section

3.3. Finally the strategy and solutions employed in the proposed architecture are suggested

in section 3.4.

3.1 Research Constraints

In this section, mobile devices, the payment type and the wireless network environment are
defined, followed by an explanation of the reason for the proposed architecture focusing on
the application layer security.

3.1.1 Mobile Devices

In this research, mobile devices are recognized as handheld devices with capabilities such
as General Packet Radio Service (GPRS) connectivity, Internet browsing, and basic compu-
tation. Smart phones or Personal Data Assistants (PDAs) are examples of mobile devices
in the present research. Another characteristic of mobile devices in this research is that
they are Java enabled. (Refer to section 2.4 for background knowledge of mobile devices.)

Based on MIDP-2.0 and CLDC-1.1, a suitable mobile device is assumed to possess a mini-
mum base memory of 192 KB and a 16/32 bit processor with a speed ranging from 8 to 32 MHz.

A mobile device is often viewed as a part of the identity of an individual (Roussos, Peterson, & Patel, 2003). In this research we treat a mobile device in a similar way as, for example, a credit card; that is, each person has their own credit card and would not normally share it with anyone. It is assumed that the same situation will hold true for a mobile device. In such a way a mobile device can be considered in a sense to be a suitable personal identifier.

### 3.1.2 Two-party mobile payments

A mobile payment can be defined as any payment transaction which involves a mobile device (Deans, 2004). Although much research on mobile payments places emphasis on three parties or more (Peiro et al., 1998; Ham et al., 2002), the transaction between two parties is the basic payment transaction. Therefore, the model on which the present research focuses is the two-party mobile payment transaction.

### Mobile Payment Participant Layers

Karnouskos (2004) outline a mobile payment model in which a group of payment participants are involved. (Refer to Section 2.3 for details.) Although this model summarizes a mobile payment in relation to several different participants, it does not clarify how the various participants are related to a mobile payment, and on what level of involvement a participant is related to a mobile payment.

To address this limitation these participants are categorized into four layers based on
how they are related to a mobile payment. These four layers include the direct payment layer, the network layer, the technical component layer and the supervision layer. Figure 3.1 depicts the four layers of participants involved in the mobile payment process.

- **Direct Payment Layer**: The client, the financial sector and the merchant are the direct participants who are involved in a mobile payment. Therefore, there are three participants in the direct payment layer.

- **Network Layer**: A mobile payment is based on a wireless network, which is maintained by the mobile network operator. The mobile network operator is located in the network layer.

- **Technical Component Layer**: The software provider, the device manufacturer and the service provider are located in the technical component layer. The software provider
produces software components that connect different participants in the direct payment layer in a mobile payment transaction, while the device manufacturer provides the mobile devices as the client facility component. The service provider designs the specific payment service component for the direct payment players. The technical components assist the execution of a payment transaction. These component providers offer a technical environment to run mobile payment transactions.

• **Supervision Layer:** The government is not directly involved in mobile payments but outlines standards and ordinances for all other participants. For example, the government may prevent the service providers from holding a monopoly, and can regulate the device manufacturer and the software provider to ensure compatibility between devices (Karnouskos, 2004). Therefore, the government is located in the supervision layer.

Based on the Four-layer mobile payment participant model, the mobile payment can be categorized according to how many participants are involved in the direct payment layer.

**X-Party Mobile Payment**

The intent of a payment is to transfer monetary value from the payer to the payee (Peiro et al., 1998). The immediate participants in a payment are located in the direct payment layer in the Four-layer structure of mobile payment participants (see Figure 3.1). The type of payment varies based on how many participants are involved in a specific payment transaction. Defining a mobile payment model is generally based on the combination of the participants in the direct payment layer.

In the literature there are several models for mobile payment transactions. This research is not aim to make a review on every mobile payment model, so only three of which are
depicted in the thesis.

**Four-party mobile payment model**  Peiro et al. (1998) propose a payment model which is composed of four directly involved parties: the payer, the payee, the issuer (the payer’s financial sector), and the acquirer (the payee’s financial sector). Figure 3.2 (A) illustrates this four-party mobile payment model. The financial sectors may be banks, and the goal of the payment is to transfer money from the payer to the payee.

![Figure 3.2: (A) Four-party mobile payment model (Peiro et al., 1998). (B) Three-party mobile payment model (Ham et al., 2002).](image)

**Three-party mobile payment model**  A mobile payment model involving three parties is specified by Ham et al. (2002). Figure 3.2 (B) illustrates this three-party mobile payment model. The client, the merchant, and the financial sector communicate with each other, exchanging information to conduct a payment transaction from the client to the merchant.

**Two-party mobile payment model**  This thesis discusses a simple but special payment model that involves only the client and the financial sector in the direct payment layer. The model is referred to in this thesis as the two-party mobile payment model. Mobile banking can be viewed as typical two-party mobile payments. Illustrated in Figure 3.1,
the financial sector and the client are bonded in a broken line boundary. It shows, in a special context (such as mobile banking), only the financial sector and the client carrying out payment transactions with each other. Therefore, three or four participants in the direct payment layer are combined by several two-party models. Figure 3.3 illustrates the two-party mobile payment model.

Figure 3.3: Two-party mobile payment model.

The detailed transaction process is varied among different X-party mobile payments; however, the similar basic characteristic among different payment models is that the information (monetary value, order information, or real goods) exchange takes place between two parties. Thus, the discussion of the security architecture for two-party mobile payments will contribute to realizing the security for other mobile payment models. Meanwhile, the study of a two-party mobile payment can be extended to any two-party mobile transactions.

Although the present research outlined in this thesis is based on the direct payment layer in the Four-layer structure depicted in Figure 3.1, participants of the other layers need to be considered for a full-fledged payment system. From the perspective of the network layer, the mobile network operator is a participant in the process of mobile payments. The proposed security architecture is implemented for a mobile bank scenario in this research.
A mobile payment is one of the most characteristic mobile transactions focusing on service in the financial field. The transaction model in mobile payments can be extended and employed in other mobile transaction application areas, such as mobile stocks and mobile games. Although this research targets a mobile payment transaction, the proposed architecture is expected to serve in other mobile transaction applications.

### 3.1.3 Wireless Networks

In mobile payment transactions, mobile devices communicate with the payment service of the financial section via wireless networks. Presently there are two common channels that can be recognized as wireless networks, which include the wireless local area network and the mobile phone network (Varshney & Vetter, 2000). Background on this area is given in section 2.1.

The mobile phone network (MPN) is a radio network which consists of a number of cells. Each cell is served by one or more fixed transmitters (Parson & Schaeffler, 2001). A mobile telephone or any other mobile device that connects to a mobile phone network is recognized as a mobile station. The mobile phone network is designed to cover a wider area. At present, the HTTP(s) applications requiring Internet access can be operated on the mobile phone network.

Considering the typical mobile payment user, the mobile phone network is believed to have a much higher penetration compared to the WLAN (Parson & Schaeffler, 2001). Therefore, the current research targets the more popularly used mobile phone network.
3.1.4 Application Layer

The current mobile payment network environment is depicted in a three-layer network model (see in Figure 3.4). The bottom layer is a physical infrastructure layer, which supports mobile payment transactions with hardware facilities. The middle layer is a protocol layer, which covers current network protocols such as HTTP or WAP. A business application layer occupies the top layer, which contains the software application solutions.

![Three-layer network model for mobile payments](image)

Figure 3.4: The Three-layer network model for mobile payments.

This research aims to protect security for two-party mobile payments on the application layer. Generally, to provide security for two-party transactions, the solution implementation is able to reside on the application layer (Itani & Kayssi, 2004), where the architecture in this thesis is proposed. The security architecture of the application layer is independent of the security protocols of the other lower layers, and the application handles all the security-
related functions.

Another benefit in proposing the security architecture on the application layer is that the proposed architecture enables mobile payment systems to make use of current network infrastructures (such as network gateways and hardware facilities) and protocols (such as HTTP and WAP) rather than modifying them.

### 3.2 Security Objectives

In the scope of this research as defined above, the security objectives which an advanced security system must fulfill are discussed in this section.

In order for payment transactions over mobile networks to gain public trust, a secure commercial information exchange is necessary. Four properties are essential for a secured transaction: confidentiality, authentication, integrity, and non-repudiation (Park & Song, 2001). Adopted from Merz (2002), Table 3.1 describes security objectives and some enabling technologies.

<table>
<thead>
<tr>
<th>security objectives</th>
<th>Definition</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidentiality</td>
<td>Property ensuring that transaction information can not be viewed by unauthorized persons</td>
<td>Encryption</td>
</tr>
<tr>
<td>Authentication</td>
<td>Property ensuring that the transaction information actually originates from the presumed transaction partner</td>
<td>Possession Knowledge Property</td>
</tr>
<tr>
<td>Integrity</td>
<td>Property ensuring that the transaction information remains intact during transmission and can not be altered</td>
<td>Digital Signatures</td>
</tr>
<tr>
<td>Non-repudiation</td>
<td>Property ensuring that nobody is able to claim that the transaction on his/her behalf was made without their knowledge</td>
<td>Digital Signature</td>
</tr>
</tbody>
</table>

Table 3.1: The security properties (Merz, 2002).
The information in the table is explained as follows:

• **Confidentiality**: Confidential information must be protected from viewing by an unauthorized party. A system providing confidentiality removes the risks from an eavesdropper or attacker. For example, if a short message is sent in plain text, anybody who can intercept the message may read it, whereas an encrypted short message ensures that the message cannot be read. Confidentiality ensures that the operation remain private (Krawetz, 2006).

• **Authentication**: Authentication ensures two parties gain the right to access a system to take part in a transaction. The purpose is to prevent anyone impersonating anyone else. For a network communication system it is important to ensure authentication as the two parties are not directly connected.

• **Integrity**: The information and systems must be guaranteed against corruption by outside parties. With integrity the transaction information persists intact and non-altered during transmission. A system with a high level of integrity should be difficult to tamper with or to alter.

• **Non-repudiation**: The user must not be able to deny the performed transaction and must provide proof in case that this situation occurs. Non-repudiation ensures that the originator cannot falsely refuse or deny a transaction. Non-repudiation is an indispensable security requirement for systems in electronic business and mobile commerce where disputes of transactions can occur.

The goal of this research is to enable an architecture that fulfills these four security requirements. The next section explains how to choose technologies and solutions to fulfill these requirements.
3.3 System Analysis based on Security Map

This section explains how the choice of technical solutions is made. Since a secured payment system needs to fulfill at least four security requirements, it is important to find a series of components furnishing the system with that security protection. Many researchers make use of an “Onion Layer” model to analyze a security system. One of the Onion Layer models is the Onion Ring framework proposed by Wei et al. (2006). Adopting the Onion Ring framework, this thesis proposes a security map to guide the research activity and system design. The Onion Layer Framework is described in Subsection 3.3.1; the proposed security map and how the security map works are described in Subsection 3.3.2.

3.3.1 Onion Layer Framework

The Onion Ring Framework, an Onion Ring m-commerce security framework, is based on VAX/OS architecture which is a popular operating system with a multi layered architecture (Wei et al., 2006). This five-layer framework is proposed for analyzing and improving mobile commerce security requirements and performance. It is employed as a perspective in building the security map in the research, and provides several starting points in order to reach proper solutions for security. The Onion Ring offers a good security performance by coordinating and pairing access authority to increasing levels of accountability (Wei et al., 2006). Figure 3.5 depicts an Onion Layer m-commerce security framework adopted from Wei et al. (2006). The five layers include the security of mobile devices, language, wireless communication access control, access management, and transactions.

According to Wei et al. (2006):

- The mobile device security layer is used to implement a security strategy for all mobile communication devices. A mobile device has limitations such as being suscepti-
ble to power outages, and having narrow bandwidth and low computational capacity. This research aims to find solutions that can be used to heighten security enforcement in this layer. As a mobile device is always utilized as a front-end facility involved in securing payment transactions, it is vital to design authentication strategies, secured channels, user-friendly payment schemes and receipt delivery in development of mobile devices (Thanh, 2000).

• The language security layer concerns the programming language used. A secure programming language in m-commerce requires and ensures that all programming codes have restricted access to operations that can affect the environment (Wei et al., 2006). Java is classified as a secure language as it is an object-oriented programming language which permits libraries to offer secure interfaces to incoming code. In addition, Java has a byte-code verifier which can be used in checking a program at load time.
• The wireless communication access control security layer is intended to restrain mobile devices from accessing wireless communication channels. Currently, some technologies have been employed to enhance security in this layer. Secure Sockets Layer (SSL) over Global System for Mobile (GSM) mentioned by Vihinen (2004) is a good example of security protection in this layer. The HTTP combined with SSL as Hypertext Transfer Protocol Secure (HTTPs) also provides a security strategy in this layer.

• The access management security layer can restrict resource access, audit mobile payment actions, and provide non-repudiation of transactions. A variety of technologies that can support security functions can be utilized in this layer. Multiple authentication strategy system is one candidate choice.

• Transaction security concerns application level transaction security. At the application level much progress can be made toward achieving transaction security by offering users authentication, logging the transaction information, and generating digital confirmation.

The Onion Layer Framework provides programmers or system architects a starting point to design a secured system or architecture. Some security technologies and solutions are also suggested in the Onion Layer framework.

### 3.3.2 Security Map

In this subsection, a security map is proposed on the basis of the Onion Layer framework in order to find proper technologies and solutions that are employed in designing the architecture in the present research.
Illustrated in Figure 3.6, the X-axis parameterizes the Onion Layer framework discussed in Subsection 3.3.1, the Y-axis represents the four security objectives explained in Section 3.2, and each black spot on the grid represents a security component.

Figure 3.6: Security Map.

- **Onion Layer Framework**: Presently there are various security technologies. To choose these security technologies, the five layers in the Onion Layer is used as the starting-point. In Figure 3.6, the X-axis represents the five layers outlined in the Onion Layer framework.

- **Security Objectives**: The present research goal is to enable the proposed architecture
protect the four objective security properties described in section 3.2. The Y-axis in Figure 3.6 represents four objective security requirements. A secured architecture should be able to meet these security requirements. The Y-axis represents the four security properties.

- **Security component**: A potential secured technology employed in a secured system is denoted as a black spot. Each spot is placed at a cross point in the security map. The process of placing a spot at the cross point identifies a process looking for the suitable security technology for that requirement in a system. For example, researchers are looking for technologies to fulfill the security requirement on non-repudiation. The process on the security map is to place big back spots on the line signed by non-repudiation in the Y-axis. In the X-axis, there are five fields which are considered to be candidate solutions. In the access management security layer, as a public-key cryptography solution (digital signature) ensures non-repudiation, a spot is placed on the cross point of the non-repudiation line and the access line. In the same way, writing a log in the transaction security layer can be employed to meet the requirement of non-repudiation, and so a dot can be placed on the cross point of the non-repudiation line and the transaction line.

When the proper solutions for building a system are chosen, it is necessary to consider the actual running environment of the system. A payment transaction system runs in a computational environment, which includes several computational resources, such as mobile device CPU, memory, and the bandwidth of wireless networks. A proper design needs to consider these environmental factors. Since the proposed architecture is implemented for financial transactions over mobile devices, which are resource-limited facilities, designing a lightweight architecture that will run efficiently and feasibly is the goal of the present research.
As illustrated in Figure 3.6, the research activity can be viewed as a process of mapping secure solutions on the security map to meet the objective security requirements. Secure technologies are chosen from the collection mentioned in the Onion Layer framework (X-axis). The potential secured technologies can be utilized to meet one or more security objectives (Y-axis). The chosen technologies or solutions (security components) are restricted by the particular resource environment. The most appropriate technologies are combined to build the proposed architecture.

3.4 Analysis Result

This section describes the result of system analysis based on the security map. Linck, Pousttchi, and Wiedemann (2006) details a number of concerns from clients regarding security in mobile payments. Table 3.2 is a summary of security objectives coming from these concerns, and technologies recommended for addressing them. The third column describes the specific solutions proposed in the architecture for addressing each of the concerns. The fourth column describes which layer the solution belongs to.

As depicted in Table 3.2, the proposed architecture employs a combination of particular security solutions to provide comprehensive security, which are explained from the perspectives of cryptography solutions, authentication solutions and non-repudiation solutions in the following.

3.4.1 Cryptography Solutions

The cryptography algorithm implementations need to be lightweight in function in the resource-limited environment.
Table 3.2: Security, Technology and Solution.

<table>
<thead>
<tr>
<th>Security Objectives</th>
<th>Technology</th>
<th>Solution</th>
<th>Onion Layer Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentication</td>
<td>Possession</td>
<td>mobile device</td>
<td>1</td>
</tr>
<tr>
<td>Knowledge</td>
<td>PIN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Property</td>
<td>userid/password</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital Signature</td>
<td>ECDSA</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Integrity</td>
<td>Digital Signature</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Non-repudiation</td>
<td>Digital Signature</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Log</td>
<td>Business Transaction Log</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>Encryto/Decrypto</td>
<td>AES</td>
<td>4</td>
</tr>
</tbody>
</table>

Column Onion Layer Number represents the layers in Onion Layer Framework:
1 mobile device security, 2 language security, 3 wireless communication access control security, 4 access management security, 5 transaction security;
2 PIN: Personal Identification Number;
3 ECDSA: Elliptic Curve Digital Signature Algorithm;
4 AES: Advanced Encryption Standard

Digital Signature Solution

First of all, the implementation of a digital signature aims to ensure the property of integrity and non-repudiation. A digital signature also assists in providing authentication. The experiments mentioned in Stallings (2006), Jurisic and Menezes (1997) and Chang et al. (n.d.) demonstrate that there is a computational benefit in using Elliptic Curve Cryptography (ECC) with a shorter key length than RSA. (For background knowledge of ECC, refer to 2.7.3). According to Lopez and Dahab (2000b), Boneh and Daswani (1999) and Z. Li, Higgins, and Clement (2001), the performance of RSA digital signature and ECDSA with software implementation on PCs and mobile devices, indicated that ECDSA is more suitable than other public-key cryptography algorithms for the resource-limited environment. In addition, the result mentioned by Boneh and Daswani (1999); Lopez and Dahab (2000b) demonstrates that ECDSA (with 163 bits key) is faster than RSA (with a 1024 bit key) in overall timing. As SA2pMP aims to secure mobile payment transactions over
mobile devices, the employment of ECDSA is an advantage.

Table 3.3: Key size (bits): the comparison between (DSA or RSA) vs ECDSA (Boneh & Daswani, 1999; Lopez & Dahab, 2000b).

<table>
<thead>
<tr>
<th>Security Bits</th>
<th>DSA or RSA</th>
<th>ECDSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>1024</td>
<td>160 - 223</td>
</tr>
<tr>
<td>112</td>
<td>2048</td>
<td>224 - 255</td>
</tr>
<tr>
<td>128</td>
<td>3072</td>
<td>256 - 383</td>
</tr>
</tbody>
</table>

Table 3.3 compares key sizes of DSA or RSA, and ECDSA. The first line in Table 3.3 is an example. To arrive at the security level which DSA or RSA implements with a key size of 1024 bits, ECDSA only needs a 160-to-233-bit long key for implementation. As ECDSA has the advantage in small key size offering an equal security level when compared to RSA and DSA, it has been chosen as the digital signature algorithm in the proposed architecture.

Data Encryption Solution

Data encryption is employed to maintain confidentiality. A symmetric-key cryptography algorithm is employed because it is much faster than a public key cryptography algorithm (refer to 2.7 for background information).

The primary advantage of public-key cryptography is its increased security and convenience: private keys never need to be transmitted or revealed to anyone. In a symmetric-key cryptography system, in contrast, the secret keys must be transmitted (either manually or through a communication channel). A limitation of using the existing public-key cryptography algorithms for encryption is the speed. However, there are many popular symmetric-key encryption algorithms (such as DES and AES), which are significantly faster than any existing public-key encryption algorithms. Choosing an encryption algorithm for resource-limited mobile devices is a trade-off process that depends on memory size, operation effi-
ciency, running speed, and security level. Since the digital signature is a choice made for
this research to ensure the properties of authentication, integrity, and non-repudiation in a
payment transaction, size and efficiency are given high priority. AES is then employed in
SA2pMP to realize the encryption and decryption functions. The benefit of AES in speed
allows adequate performance of the symmetric-key cryptography algorithm even in mobile
devices. The particular solution chosen for SA2pMP is AES (Refer to 2.7.2).

3.4.2 Authentication Solutions

The proposed architecture provides a strong authentication strategy by employing multiple
factors. Based on the analysis by Schneider (n.d.), human authentication factors can be
categorized as follows (Layer number is referred to Table 3.2 and Figure 3.6).

- **Something you have**: Mobile devices, as physical objects, are possessed by users.
The factor occupies the layer of ① mobile device security in the Onion Layer Frame-
work.

- **Something you know**:

  1. A password for transactions is offered by banks. Bank transactions need the
     client account. Layer ④ access management security covers the security factor of
     username/password.

  2. A Personal Identification Number (PIN) is offered by mobile network opera-
tors or mobile device providers. For example, the Subscriber Identifier Module
     number of a given mobile device can be used as a PIN. PIN authentication is
     part of the layer ⑤ wireless communication access control security.
• *Something you are or do:* This makes use of behavioral and physiological characteristics of the principal (Schneider, n.d.). A digital signature can be categorized as a behavior. The employment of digital signature occupies the layer of ④ access management security.

As described above, the proposed security strategy entails a multi-factor process which provides strong authentication security. Subsection 4.1.4 describes details of designing multi-factor authentication strategy.

### 3.4.3 Non-repudiation Solutions

A complete payment system should provide appropriate dispute management services (Peiro et al., 1998). Mobile payment transactions need to avoid false repudiation, which can be achieved by recording a transaction log. A distributed transaction log strategy is employed in the proposed architecture. Further details in design is offered in subsection 4.1.5. In practice, the digital signature’s implementation also contributes to ensuring non-repudiation.

### 3.4.4 Implementation Proposal

As described in section 3.5, Java is a secured programming language suggested by layer ② in the Onion Layer Framework. The proposed architecture, which employs a typical client/server (mobile device/mobile payment server) prototype, makes use of Java. The most widely supported mechanism for Java deployment on mobile devices is Java Platform, Micro Edition (Java ME) (Sun Microsystems, n.d.-a). The basic set of application programmer interfaces (APIs) is defined in CLDC 1.0 (Sun Microsystems, 2000a) and 1.1 (Sun Microsystems, 2003). MIDP is available in version 1.0 (Sun Microsystems, 2000b)
and version 2.0 (Java Community Process, 2002). CLDC and MIDP compose a Java runtime environment for Java-enabled mobile devices. The proposed architecture is implemented in Java ME (CLDC and MIDP) on a mobile client, with a server support, probably implemented in Java Platform, Enterprise Edition (Java EE).

Java ME has been selected for implementing the proposed architecture for the following additional characteristics:

1. The client software can run on mobile devices while the client is off-line. In other words, messages need to occupy network bandwidth only after they are processed. This method reduces the cost and the time required for network connection.

2. Although mobile devices are still recognized as having limited power, computational ability and resources as compared with desktop computers, they are developing rapidly in all these areas. It is reasonable to believe that mobile devices will have enough computational ability to carry out off-line transactions and handle more complex security algorithms.

3. Java ME is a standard technology, which has the advantage of running cross-platform. A popular group of smart mobile devices support Java ME, so an architecture based on Java will have broad market compatibility.

This chapter offers an analysis of a combination of technologies to be employed for building the security architecture. In the next chapter, details for the system design are discussed.
Chapter 4
System Design

This chapter proposes a new security architecture for Two-party Mobile Payment transactions \(SA2pMP\). There are three main security strategies involved in \(SA2pMP\) security architecture: a lightweight cryptography scheme, a multi-factor authentication strategy, and a distributed transaction log strategy. Corresponding to these strategies, a key management solution is proposed to protect two pairs of keys for cryptography algorithms. As the mobile banking transaction typically involves two parties, \(SA2pMP\) is depicted in the context of a mobile bank. Section 4.1 introduces the security architecture of \(SA2pMP\) and Section 4.2 introduces the application architecture for a mobile bank. As the proposed architecture is designed for a specific scenario of mobile banking, the term bank is used to represent the financial sector for convenience.

4.1 Security Architecture

This section describes the security architecture of \(SA2pMP\). In the following, the notations for this research is defined first, and then the network module of \(SA2pMP\) is described. The design of the lightweight cryptography scheme, the multi-factor authentication strategy, and the distributed transaction log strategy are introduced, followed by a description of the key management solution.

4.1.1 Security Architecture Notations

In this subsection, general notations employed in the rest of this thesis are defined.
• **Bank**: Denotes a server computer held by the financial service participant in the transaction.

• **Client**: Denotes the person using a mobile device on the client side of the transaction.

• **ClientDevice**: Denotes the mobile device used by the client to carry out their mobile banking transaction.

• **ID<sub>C</sub>**: Denotes the identity information of the client. \( ID_C = (SIM + PHID + ACCID) \).

• **added identifier**: Denotes the identity information of the client, formulated by \( ID_C \). The *added identifier* is a combination of the \( SIM \), \( PHID \), and \( ACCID \).

• **TimeStamp**: Denotes a time stamp.

• **Gateway**: Denotes the wireless gateway offered by a mobile network operator.

• **Session**: Denotes the HTTP session set up between Bank and ClientDevice.

• **X**: Denotes any participant involved in a mobile payment transaction. The \( X \) may be ClientDevice or Bank in the context of the research.

• **RK<sub>S</sub>**: Denotes \( X \)’s private key which is used to generate the digital signature and to sign the data transferred in transaction.

• **PK<sub>S</sub>**: Denotes \( X \)’s public key which is used to verify the digital signature in the transaction.

• \([RK_S,PK_S]\)**: Denotes a digital signature key pair including a private key and a public key.

• **DS**: Denotes the digital signature.

• **DSign**: Denotes the signing process for the digital signature.
• **DVerify**: Denotes the verification process for the digital signature.

• **Verify**: Denotes the process for verifying the transaction’s authentication.

• **PWD**: Denotes the password of the mobile device client *Client*, which is known only to *Client* and is verifiable by *Bank*. For example, the debit card has its password.

• **PHID**: Denotes PHone IDentifier, such as the mobile phone serial number.

• **ACCID**: Denotes the *Client*’s bank account number, or ACCount IDentifier.

• **PIN**: Denotes the *Client*’s Personal Identifier Number in the mobile device.

• **SIM**: Denotes the Subscriber Identifier Module number of *ClientDevice*. Normally *SIM* is offered by the related mobile network operator. For authentication purposes this is considered to be a physical characteristic of *ClientDevice*.

• **TD**: Denotes the transaction data transferred in the transaction. *TD* is plain text.

• **KE**: Denotes the secret key for the symmetric-key cryptography algorithm.

• **Encrypt**: Denotes the encryption process in the symmetric-key cryptography algorithm.

• **Decrypt**: Denotes a decryption process in the symmetric-key cryptography algorithm.

• **Yes/No**: Denotes the transaction’s status: approved or rejected.

• **msg**: Denotes a message.

• **h(msg)**: Denotes a one-way hash function for the message *msg*, such as SHA-1.

• **TLog**: Denotes the transaction log recording the transaction history in detail.
4.1.2 Network Module

In this subsection, the details of the network module of SA2pMP are described in detail.

![Network Module Diagram](image)

Figure 4.1: The network module of SA2pMP.

There are two parties involved in a normal banking transaction, the client and the bank. A client in a mobile banking transaction is also the mobile device holder. The mobile device communicates with the bank’s mobile server via HTTP(s). As illustrated in Figure 4.1, a mobile device connects to a network gateway through a wireless network, which is served by a mobile network operator. For example, Rogers provides its users with data services, which enables the mobile devices to access HTTP applications through their wireless networks. Wired networks connect banking systems with wireless network gateways. Except for constraints in network bandwidth and mobile devices, the physical network infrastructure is transparent to the mobile banking platform. Since SA2pMP is designed for
the application layer, it focuses on the security of the business application layer in the three layer network model for mobile payment which is illustrated in Figure 3.4. In other words, SA2pMP does not make any modification to the other two layers, the protocol layer and the physical infrastructure layer.

Mobile payments are assumed to be based on wireless networks; however, communication is achieved both by wireless and wired networks. The wireless network gateway is a “bridge” linking wireless and wired networks. SA2pMP focuses on the area in the broken line boundary in Figure 4.1. The transaction log is physically located on the wireless network gateway, which is explained in subsection 4.1.5.

4.1.3 **Lightweight Cryptography Scheme**

SA2pMP employs a lightweight cryptography scheme. The symmetric-key cryptography algorithm (AES) contributes to the encryption, while the digital signature algorithm (ECDSA) is used to sign the digital signature for the transaction information. As illustrated in Figure 4.2, the plaintext message is signed before being encrypted, which can be referred to as “Sign-and-Encrypt”. Signing and encryption are not independent of one another. When signing and encryption are combined, the signature layer should somehow depend on the encryption layer, so as to reveal any tampering with the encryption layer (Davis, 2002).

Conceptually, the independent operation makes it easy for users and programmers to layer cryptography operations and to avoid constraining application designs of the developers. However, such independent operations make it hard to fulfill the recipient’s security expectations. For a suitable combination, the signature layer and the encryption layer actually need to refer to each other. The recipient needs proof that the signer and the en-
Figure 4.2: The lightweight cryptography scheme for SA2pMP.
crypter were the same sender (Davis, 2002). In SA2pMP the digital signature layer and the encryption layer are not independent, as these two layers are connected to each other by employing an added identifier. The other reason to cross between the signature layer and the encryption layer is to ensure the message is sent from the appointed client to the appointed server.

As illustrated in Figure 4.2, the communication layer refers to an open, public wireless network environment over which data are transferred. The public wireless network environment is a network environment which is not secure enough for payment transactions. During a transaction, the transaction message is transferred in this unsecured network. The public key employed in digital signature does not need to be encrypted; the public key can be transferred over an open wireless network. The transaction information, denoted as msg, needs to be kept away from third party eavesdropping, so both the signature layer and the encryption layer are employed to process msg. For these reasons, SIM, PHID, and ACCID are combined as the added identifier, which is then signed along with the message.

After the signing process, the message is encrypted by the encryption secret key $K_E$. The process is described by Equation 4.1.

$$\text{ClientDevice} : \text{Encrypt} (\text{DSign} (\text{msg}, ID_C), K_E)$$ (4.1)

In Figure 4.2, the added identifier is represented by $ID_C$. SIM ensures that the holder of the mobile device possesses the right to access wireless network resources; SIM, together with PHID, assures that the sender of the message is the appointed ClientDevice. ACCID identifies the unique character of the client for the bank and each client has a bank account. Meanwhile, ACCID is employed to identify the banking server, as banks have the information included in their account numbers. Equation 4.2 describes $ID_C$. It should be noted that the + operator in Equation 4.2 denotes simple concatenation of the strings.
Digital Signature Layer

SA2pMP employs a digital signature to protect authentication, integrity, and non-repudiation for a mobile banking system. A digital signature is a public-key cryptography algorithm, which makes use of a private key to encrypt messages and a public key to decrypt them. Normally an encryption process is referred to as a signing process for the digital signature algorithm, while a decryption process is referred to as a verification process. (Refer to 2.7.3 for background knowledge of digital signature.)

Compared to desktop computers, mobile devices are viewed as resource-limited in computing capability, CPU processor speed, memory and battery life. Factors such as the cryptography’s key size and the computing efficiency need to be considered when choosing a proper digital signature algorithm to implement in the proposed architecture. The advantages of ECDSA in short key size and high-security enable it to be employed naturally in resource-limited environments. Refer to Subsection 3.4.1 for details.

ECDSAprime192 is employed in SA2pMP. The implementation of ECDSA uses elliptic curves over the prime field $Z_p$ with the key size of 192-bit. Fernandes (1999) suggests that prime curves are best for software applications. The key size has been chosen for this research based on recommendations by Lenstra and Verheul (1999) and JSR177 (Sun Microsystems, n.d.-b). The SHA-1 algorithm is employed for generating the message digest. ECDSAprime192 has an equal security level to DSA with key size of 1024-bit.
Encryption Layer

SA2pMP utilizes a symmetric-key cryptography algorithm to ensure a secured channel and to protect confidentiality. To encrypt a plain-text message, the symmetric-key cryptography algorithms paralleled with the public-cryptography algorithms are chosen for the proposed architecture. SA2pMP employs AES (with the key size of 256 bits) as the encryption algorithm to protect confidentiality.

Compared to the public-key cryptography algorithms, AES has a smaller size and a better operational speed. In the group of symmetric-key cryptography algorithms, AES possesses obvious advantages (see 2.7.2), such as simplicity in design, variant cipher key size, better performance in speed, and reliability in both software and hardware (Dray, 2000). For ensuring the security of the secret key, AES is a suitable implementation for SA2pMP. (Subsection 3.4.1 explain the rationale for the choice.)

To protect the security of secret key, the strategy of Java package security or separated hardware is suggested. The secret key security is introduced in subsection 4.1.6.

4.1.4 Multi-factor Authentication Strategy

Authentication is concerned with assuring that the communicating entity is the one that it claims to be (Stallings, 2006). SA2pMP provides a strong authentication by a multi-factor authentication strategy which offers four factors for protection. The numbers 1 2 3 4 refer to the security layers in the security map. For details of the security layers, refer to Table 3.2 and Figure 3.6.

- Something you have: Mobile devices, as physical objects, are possessed by users. Currently a mobile device can be viewed as an identifier for a particular individual, in that each individual is generally the owner of the mobile device which is not usually
shared with others (Roussos et al., 2003). This factor lies in Layer ① of mobile device security.

- **Something you know**: The PIN is offered by mobile network operators or mobile device providers. A PIN is used to identify a particular individual, such as the International Mobile Equipment Identity (IMEI), which is used to identify valid devices connected to mobile phone networks; a Subscriber Identity Module (SIM) on a removable SIM Card is used to identify a network subscriber in mobile devices. In particular, the IMEI identifies a mobile device, while the SIM identifies an available network. PIN authentication lies in Layer ③ of wireless communication access control security.

- **Something you know**: Banks require a password in order for clients to participate in banking transactions. Bank transactions are accountable. Clients have their own username/password to access the banking service. Layer ④ of access management security covers the security factor of username and password.

- **Something you are or do**: Digital signature. Implementing a digital signature contributes to authentication protection. The strategy of digital signature lies in Layer ④ of access management security.

As described above, these four factors are independent of each other. A mobile device acts as a physical characteristic of the client. The username/password is the property in the banking business field, and the mobile phone number is provided by the wireless network providers. A digital signature acts as an identifying characteristics of the client. All these factors in different fields contribute to a strong authentication strategy. Meanwhile, the solution of username and password is employed to determine the client identity. The relationship between client and business operations provides the functions to ensure access
control.

4.1.5 Distributed Transaction Log Strategy

Since a mobile device is considered as an access facility to Internet, the structure on the Internet side is similar between mobile payments and Internet payments. The main addition is the mobile network operator. Therefore, all participating entities can be synthesized into a service chain, in which each entity contributes services (such as network or finance) to a mobile payment transaction. Figure 4.3 depicts the service chain for the mobile banking transaction.

As depicted in Figure 4.3, a business transaction between the client and the bank is actually served by a service chain including the mobile network operator and the bank. The role of the mobile network operator is essential for a mobile commerce transaction. Based on where it stands in the service chain, the role of mobile network operator can vary from a simple mobile network provider to an intermediary, portal or trusted third party (Tsalgatidou & Veijalainen, 2000). In this service chain the mobile network operator technically provides a communication channel. Each communication massage is transferred through a wireless network gateway.

Since each entity in the service chain contributes services to the business transaction, it correspondingly profits from the service it provides. The relationship between the mobile network operator and the bank can be referred to a relationship between “cooperator and monitor”. The bank needs to cooperate with the mobile network operator in order to realize a mobile banking business. Since the mobile network operator obtains other revenue (such as network service fees) than the bank in the service chain, it can serve as a third auditor party (TAP) auditing every business transaction. In other words, the mobile network
operator can function as a monitor.

Figure 4.3: The service chain in a mobile banking transaction.

Based on the business model of “cooperator and monitor”, this thesis suggests a distributed transaction log strategy to additionally contribute to ensuring non-repudiation for a mobile payment transaction (In the lightweight cryptography scheme of SA2pMP, the digital signature is employed partly to provide non-repudiation. Refer to subsection 4.1.3 for more details).

The distributed transaction log strategy is a defensive security mechanism to protect clients and banks from a false repudiation. If the client or bank refuses to admit participating in a mobile payment transaction, the transaction log can be used to judge whether, when and how the transaction happened. The transaction log is recorded by a business transaction log server. Because it is part of the business layer, the business transaction log server is a part of SA2pMP server architecture. In other words, the business transaction log server is a logical component of the bank server architecture. Physically the business transaction
log server is maintained by the mobile network operator. Since this physically-distributed-but-logically-integrated transaction log strategy utilizes the mobile network operator as a monitor, the transaction log must be trusted not only by the bank but also by the client.

The distributed transaction log strategy focuses on the way that the transaction log is integrated logically and distributed physically. It can be argued that logical integration benefits bank management, while physical distribution ensures that there is more trust in the monitor. As shown in Figure 4.1, the transaction log can be viewed as a part of mobile banking platform, while it is physically located on the network gateway.

### 4.1.6 Key Management

Key management concerns secure generation, distribution, and storage of keys (RSA Laboratories, 2000). Secure methods of key management are important to a secured mobile payment system. When the key is randomly generated, impersonation of the key must be prevented. In practice, most attacks on public key systems are aimed at key management, rather than at the cryptography algorithm (RSA Laboratories, 2000). This means that a secured mobile payment structure should pay particular attention to a trusted key management strategy.

In SA2pMP, the two key pairs required are used both for the digital signature and in encryption. Figure 4.4 illustrates the key management strategy for digital signature.

**Key Generation**

**Digital Signature Key Generation**  
SA2pMP employs a digital signature to ensure non-repudiation during the transaction. Because it uses public-key cryptography, a digital sig-
Figure 4.4: The key management strategy for the digital signature.
nature does not share anything secret between the two partners. The digital signature algorithm needs a key pair \((RK_{S}, PK_{S})\). The private key \((RK_{S})\) is used for signing and the public key \((PK_{S})\) is used for verification. To keep the private key secret, the key pair is generated by the mobile device on the client side of the transaction. To enable a transaction model that is more compact and in which only two parties are involved, \(SA2pMP\) does not make use of a trusted third party (TTP) for key generation.

When a client starts to use the mobile payment application, there is no key existing in the system. Before processing any transactions, the key generation is initialized. A Key Management Module (KMM) (illustrated in Figure 4.8 A) in the mobile payment application is in charge of initializing key management functions. At this moment, the KMM asks for the key generation, which is used to generate the key pair. This calls the key distribution and the key store function. After the first transaction, except for when the system asks for a renewed key pair, the KMM will not need to operate.

The KMM functions separately from the mobile payment transaction, which means the key management can run off-line. Without communication requirements, the process of key management does not occupy any network resources. By the time any transaction is operating, the key management’s function should be completed. Therefore, the key management function will not compete for computational resources with the mobile payment transaction function.

**Encryption Key Generation** For the symmetric key algorithm, the operations for both encryption and decryption need two parties sharing the same secret key \((K_{E})\). The encryption key is generated by the banking server. After the generation of a key pair, the structure needs to distribute the private and the public keys separately to different key storages.
Key Distribution

Digital Signature Key Generation  As ECDSA is a public-key cryptography algorithm which is implemented as the digital signature in the proposed architecture, it is acceptable that the public key is transferred over the wireless network (Menezes, Oorschot, & Vanstone, 1996). Once the key pair is generated, the public key is transferred to the Authentication Server, which is a part of the bank server. The transfer operation is via HTTP(s) through a wireless network. This distribution is initiated by a client application.

The private key is stored in the mobile device. As the private key is needed in generating a digital signature, impersonation and attack on this key must be prevented. The strategy should ensure that the private key is and only can be accessed by the application program itself. Due to this requirement, considering the prerequisite of mobile devices and Java ME, two strategies (File-Stored-in-JAR and Record-Stored-in-RMS) are proposed, which are introduced in the following.

Encryption Key Generation  For encryption the secret key is not allowed to be transferred over the open wireless network, because it is easily intercepted by attackers. The secret key is stored in the program application JAR package, which is secured by the Java file security standard. After a client registers a payment service with their bank they will download the application package along with the encryption secret key from the mobile banking platform server.

Key Storage

Digital Signature Key Storage  After the public key and the private key are distributed to both the server and the client, they are stored separately and securely. The public key
is transferred to the authentication server in the mobile banking platform server, and then it is stored in the Public Key Depository. The public key depository is a structured data storage file. For example, a database can be used as a secured public key depository, which is suggested in the proposed structure. The public key is stored, along with the client information (such as the account number and the mobile device tracking number) and key expiration information. This information is used to manage the key, assisting the authentication server to verify digital signatures in the mobile payment transactions. The Public Key Depository is part of the authentication server in the bank server. The local server security infrastructure is not within the scope of the present research.

On the client side, the private key is stored in the mobile device. The principle of private key storage is to keep it from being revealed to an attacker. The File-Stored-in-JAR (Figure 4.5A) is used to store the private key in the same JAR package with the application program. SA2pMP is designed for a Java ME enabled mobile device, and the client application is a Java ME program. The Java ME application is packaged inside a Java archive (JAR) which contains the application’s class and the private key. The JAR package file is downloaded to mobile devices, along with the Java application descriptor file. The private key, as the output of the key generation function, is exported and stored in a dedicated folder in the JAR package. Usually a Java ME application downloaded to mobile devices only includes class files, as well as the source files obfuscated. It is difficult to decompile and reverse the application program. Putting the private key in JAR package ensures the privacy of this Key and prevents direct exposure to an attacker.

Record-Stored-in-RMS (Figure 4.5 B) is another way to store the private key in the mobile device. RMS is the Record Management System, which is a key subsystem of MIDP in the Java ME standard (Giguere, 2004). With RMS, an MIDP application can use on-device data persistence. RMS provides the structure for on-device persistent data storage. Furthermore, RMS cannot be accessed by other applications besides the one that created it. The
strategy of Record-Stored-in-RMS only permits the mobile payment client application to access the private key, and thus prevents illegal attack from any other application program. Therefore, the security of the private key is ensured.

Figure 4.5: (A) The private key stored in JAR. (B) The private key stored in RMS.

**Encryption Key Storage** Although the encryption/decryption processes require that the mobile device and the banking server share the same secret key, the two copies are stored separately. On the banking server, the shared secret key is stored in the database, which is assumed to be secured by other computer security strategies such as in the database management system. In the mobile device, the secret key is stored in a JAR file or in RMS, which is secured by the Java file security standard. Additionally, the obfuscation renames classes, methods, and fields (Ortiz, 2009) to contribute to file security as well. Alternatively, a tamper-resistant hardware (RSA Laboratories, 2000) might be another choice for storing the Key. In fact, tamper-resistant hardware devices have been used extensively in financial
Key Renewal

Each key pair has an expiration time. The expiration time defines a period over which the key is valid. The expiration time limits the use of keys to fixed periods, after which the keys must be replaced. An expiration time must be chosen properly and distributed in an authenticated network channel. The key pair renewal process is initiated in the mobile banking platform server. The Public Key Depository records expiration information for the public key, which is used to determine whether the key pair needs to be replaced. Once Key Pair Renewal is decided, an alert (such as a short message) is sent to the mobile device to signal the client to generate a new key pair, in order to continue ensuring secured mobile payment transactions. If there is another request, such as the client requesting a renewal of the key pair, or there is a system update requirement, these situations have higher priority than expiration time in the key pair renewal process. The key renewal process can then be initiated, before the expiration time.

The security architecture has been described. To simulate the performance of security, the security architecture is implemented as part of a mobile banking application system.

4.2 Application Architecture

In this section, SA2pMP is discussed in the context of a mobile bank, and the application architecture of mobile banking platform is described. Two parties in a mobile banking
transaction communicates with each other via HTTP(s). The mobile banking platform (MBP) server on the bank side is a principal entity providing the web service and information exchange channel for the client. MBP is a subsystem of the complete banking infrastructure, communicating with the core bank. Figure 4.6 illustrates the general mobile banking process.

![Figure 4.6: The mobile banking process.](image)

Both MBP and the core banking system belong to the overall banking infrastructure. They are linked to each other via an internal network. Therefore, the transaction between MBP and the core banking system is internal. As in Figure 4.7, the mobile banking system is divided into a mobile client and a banking server.
4.2.1 Mobile Client Architecture

The mobile client application is built on Java ME enabled mobile devices. Figure 4.8 (A) illustrates the architecture of the mobile client application. Figure 4.8 (B) illustrates the process by which the four modules cooperate with each other and work corresponding to clients’ requests.

The mobile client system consists of four modules: the Business Logic Module (BLM), the Security Module (SM), the Communication Module (CM) and the Key Management Module (KMM).

- **Business Logic Module**: BLM is in charge of all business functions between banks and clients. Clients can make their own business item list according to their individual requirements.

- **Security Module**: SM is responsible for security issues. The main security architec-
Figure 4.8: (A) The mobile client architecture. (B) The mobile client work process.

The structure of SA2pMP is realized in SM. After the client’s request is processed in BLM, an information message is generated. This message is processed with digital signature and encryption in SM. Following the rules of ECDSA, the private key can be read from KMM, and be used to sign a digital signature on the original message. After signing, the encryption is executed. The encrypted message is then sent by the CM to the mobile banking platform server.

- **Communication Module**: CM is the module in charge of network communication. HTTP(s) over wireless networks is used. CM handles information exchange between a mobile client application and a mobile banking platform server.

- **Key Management Module**: KMM is in charge of key management. Since a digital signature is employed in SA2pMP, the private key must be kept secured and confidential. KMM generates the digital signature key pair which is comprised of a private
key and a public key. It then distributes the public key to the mobile banking plat-
form server. KMM stores the private key in the record store or in the JAR package.
The private key is used for signing a digital signature. The encryption/decryption
key pair remains the same for both in the mobile client application and the mobile
banking platform server. KMM stores the encryption key in the record store or in the
JAR package. Tamper-resistant hardware is also an option. KMM is also in charge
of renewing the key pair when the mobile device receives a renewal request for the
key pair.

4.2.2 Server Architecture

The Mobile Banking Platform Server consists of the Business Logic Server (BLS), the
Authentication Server (AS), the Key Management Server (KMS), and the Business Trans-
action Log Server (BTLS). Figure 4.9 illustrates the architecture of the mobile banking
platform server.

- **Key Management Server:** KMS in the mobile banking platform server is in charge
  of the storage of the public key, and initializing renewal process of a key pair. If
  the clients decide to use a mobile banking service, the first step is to invoke KMS
  module in the mobile client to generate the key pair in addition to installing the client
  application software. Distributing the key is a separate procedure from business op-
  erations. For the key pair of the digital signature, the public key is sent from the
  mobile client to the mobile banking platform server while the private key is stored in
  the mobile client. After receiving the public key, KMS stores it, as well as the client
  personal information. During the payment transaction, when key verification proce-
dures ask for a public key, it is provided by KMS. KMS is responsible for generating
Figure 4.9: The mobile banking platform server’s architecture.
the encryption and decryption public key, saving one copy in the server and sending
the other one to the mobile device. The key pair has a life cycle. When the key pair
needs renewing, KMS is responsible for sending a command to initiate a renewal
procedure in the mobile client application.

• **Authentication Server:** AS provides the authentication service for the mobile banking
platform server. The following security duties are operated in AS:

1. Checking for username/password legality during log on,

2. Verification of the digital signature, and

3. Decryption of message(s).

Any message passing through the AS is a legal business message, so it can be sent to
BLS for processing.

• **Business Logic Server:** BLS handles all legal business requests. BLS interacts with
the regular bank to process business logic and to exchange business information.
When BLS has finished processing a business job, it responds by sending the result-
ing information to the client's mobile device.

• **Business Transaction Log Server:** BTLS is the component realizing the distributed
transaction log strategy, which contributes to maintain non-repudiation. It creates and
maintains the log files for transactions. BTLS is indicated by a broken line boundary
in Figure 4.9, as BTLS is located in the mobile banking platform server logically
rather than physically. The transaction log is physically positioned on the wireless
network gateway. As shown in Figure 4.1, the network gateway is a physical facility
maintained by the mobile network operator.
SA2pMP is an architecture proposed in this thesis for protecting the security for two-party mobile payment transactions. To evaluate SA2pMP’s performance in security and practicality, a series of simulations are conducted. In the next chapter, details for system simulation are introduced.
Chapter 5
System Simulation

In this chapter the system simulation is explained. A mobile bank is employed as a scenario for system simulation. The proposed architecture, SA2pMP is implemented to facilitate a “money transfer” banking transaction. The hardware and the software environments for system simulation are described in Section 5.1, followed by an introduction of the specific implementation in Section 5.2. Finally, the evaluation of the system simulation is described in section 5.3.

5.1 Simulation Environment

In this section, the computer environment for simulating SA2pMP is described.

As illustrated in Table 5.1, the present simulation is operated on an IBM IntelliStation M Pro PC, with Pentium 4 CPU 2.80 GHz and 2 GB RAM. The operating system is Windows XP Professional SP3.

Since the goal of the implementation is to enable SA2pMP to run on a typical Java ME enabled mobile device, three mobile device emulators were chosen for the simulation. All three support Java ME. These mobile device emulators are the Nokia S60 Emulator (Nokia, 2009), the Sony Ericsson Emulator (Sony Ericsson, n.d.), and the Sun WTK 2.5.2 CLDC simulator (Sun Microsystems, 2009). The simulators support the Device Configuration of CLDC-1.1 and the Device Profile of MIDP-2.0. For the simulated banking server, a Java Platform, Enterprise Edition (Java EE) application is implemented on an Apache HTTP Server 2.2, cooperating with Tomcat 5.0. A MySQL Server 5.1 serves as the database server.
<table>
<thead>
<tr>
<th>Item</th>
<th>Requirements</th>
</tr>
</thead>
</table>
| Hardware         | IBM IntelliStation M Pro:  
Pentium 4 CPU 2.80GHz  
RAM 2.00GB                                           |
| Operating System | Windows XP Professional SP3                                                |
| Banking Server   | Apache HTTP Server 2.2  
Tomcat 5.0  
MySQL Server 5.1                                |
| Mobile Client    | Nokia S60 Emulator *and*  
Sony Ericsson Emulator *and*  
Sun Java Wireless Toolkit 2.5 for CLDC Simulator:  
Device Configuration as CLDC-1.1  
Device Profile as MIDP-2.0 |
| Development Tools| NetBeans 6.0  
Eclipse 3.4.1  
BouncyCastle 1.41 |
The simulation system was developed on NetBeans IDE 6.0\(^1\) and Eclipse SDK 3.4.1\(^2\). NetBeans IDE 6.0 was used as it integrates well with the emulators. In addition, the visual MIDlet designer in NetBeans IDE 6.0 enables developers to design a business logical process easily. The implementation of cryptography algorithms (AES, SHA-1 and ECDSA) was done with help from the third party cryptography API provider Bouncy Castle\(^3\). Subsection 5.1.1 gives a brief introduction to Bouncy Castle.

### 5.1.1 Bouncy Castle

Sun Microsystems provides cryptography support through the Java Cryptography Architecture (JCA) and the Java Cryptography Extension (JCE). However, JCA and JCE are sometimes too heavyweight for an MIDP application (S. Li & Knudsen, 2005). The Bouncy Castle cryptography API provider is an appropriate choice for providing lightweight cryptography for Java ME.

Bouncy Castle is an open-source collection of lightweight cryptography APIs. It provides APIs for both the Java and the C# programming languages. One of the original design considerations for Bouncy Castle came from one of the developers who are active in Java ME development, and as a result there are two distinct library sets. At this time, the newest versions are Java version 1.43 and C# version 1.4. As the security architecture outlined in this thesis is designed for Java ME enabled mobile device, the discussion is focused on Java version of Bounce Castle API.

The Bouncy Castle Java ME supported package contains the implementation of the Bouncy Castle lightweight API, as well as two core Java classes which are not supported in

\(^1\)http://www.netbeans.org/
\(^2\)http://www.eclipse.org/
\(^3\)http://www.bouncycastle.org
Java ME/CLDC: `java.math.BigInteger` and `java.security.SecureRandom` (Rittinghouse & Ransome, 2004). These two classes have the same names as the core classes in Java SE but function differently to the core Java classes in Java SE. A collision will occur when JDK is used to compile the code importing these two classes. To avoid this collision, one method is to employ some software such as Proguard<sup>4</sup> to make an obfuscation on the code. The compiler is able to find the target classes without confusing the different classes with the same name, then avoids the conflict that occurred.

In developing SA2pMP, the Bouncy Castle Cryptography with version of 1.42 was employed. The implementation of cryptography algorithms makes use of the Java ME lightweight API package in Bouncy Castle. Proguard is employed in the development as indicated above. Proguard 4.0 has already been bundled in NetBeans IDE, so this was an easy choice.

### 5.2 Simulation Implementation

A mobile bank is employed as a scenario for system simulation. The banking transaction of money transfer is assumed to describe how the system works. Readers should notice that in the following:

- “− >” means a data transfer process.

- “+” means a data combination operation. In this implementation, most + operations denotes simple concatenation of the strings.

<sup>4</sup>http://proguard.sourceforge.net/
### 5.2.1 Business Work Flow

The work flow in a money transfer transaction is explained in this subsection. Figure 5.1 illustrates the work flow. The notation can be referred to in Subsection 4.1.1.

As both encryption key and public key pairs are needed for the cryptography calculation, they must be generated and distributed before initiating a specific transaction.

1. *Bank* generates a secret key for AES algorithm encrypting or decrypting a message, then stores one copy locally and sends one copy to *ClientDevice*, where the encryption key is stored. The process distributing the encryption key must be kept secure from eavesdropping. (The distribution method of the encryption key is suggested in Subsubsection 4.1.6.) The encryption key’s distribution process is explained in 4.1.6.

\[
Bank : \text{Generate}(K_E), \text{Store}_{Server}(K_E) \tag{5.1}
\]

\[
Bank \rightarrow ClientDevice : K_E \tag{5.2}
\]

\[
ClientDevice : \text{Store}_{Client}(K_E) \tag{5.3}
\]

2. *ClientDevice* generates a public key pair for the ECDSA algorithm. The private key is stored locally by *ClientDevice* for signing a digital signature, while the public key is distributed to and stored by the *Bank* for verifying the digital signature. The public key can be distributed in a public wireless network environment.

\[
ClientDevice : \text{Generate}([RK_S, PK_S]), \text{Store}_{Client}(RK_S) \tag{5.4}
\]

\[
ClientDevice \rightarrow Bank : PK_S \tag{5.5}
\]

\[
Bank : \text{Store}_{Server}(PK_S) \tag{5.6}
\]

Figure 5.1 illustrates the steps for carrying out a transfer transaction. These steps are
Figure 5.1: The secured work flow between the mobile client and the bank server.
described as follows:

1. To initiate a banking transaction, Client uses ClientDevice to send the authentication 
information to Bank. All information must be encrypted.\(^5\)

\[
ClientDevice : msg_{Auth} = Encrypt(ACCID, PWD, IDC) \quad (5.7)
\]

\[
ClientDevice \rightarrow Bank : msg_{Auth} \quad (5.8)
\]

2. Bank performs an authentication verification to decide whether it will allow ClientDevice 
to perform the transaction or not.

\[
Bank : (ACCID, PWD, IDC) = Decrypt(msg_{Auth}) \quad (5.9)
\]

\[
Bank : Verify(ACCID, PWD, IDC) \quad (5.10)
\]

3. Bank responds with an authentication confirmation to ClientDevice. The autho-
   rized transaction list (Bizlist) is downloaded by ClientDevice if the access is au-
   thorized. Meanwhile, an HTTP communication session is set up between Bank and 
ClientDevice. The IDC along with a time stamp, TimeStamp, is inserted into Session 
as a session key. This session key is used to identify that a transaction is processed 
between Bank and ClientDevice at a specific time.

\[
Bank \rightarrow ClientDevice : (AuthConfirm, Bizlist) \quad (5.11)
\]

\[
Session : (IDC, TimeStamp) \quad (5.12)
\]

4. Client provides the money transfer transaction information and input it into ClientDevice.

\(^5\)Readers should notice that ACCID is also referred in IDC (refer to Equation 4.2). To access to Bank, 
ACCID and PWD are necessary for authentication. IDC is an added identifier to keep the information of 
ACCID and PWD is sent from the registered ClientDevice through the pre-defined network environment.
ClientDevice generates a string-based message containing the transaction information.

\[ \text{ClientDevice} : \text{msg} \leftarrow \text{T} \]

5. The transaction message is hashed with SHA-1 to generate a message digest \( h(\text{msg}) \), which is then signed with a digital signature using an ECDSA private key, along with \( ID_C \).

\[ \text{ClientDevice} : \text{DS} = \text{DSign}(ID_C, h(\text{msg}), RK_S) \] (5.14)

6. The transaction message and the digital signature are encrypted with an AES secret key.

\[ \text{ClientDevice} : \text{crypto}_\text{msg} = \text{Encrypt}(\text{DS} + \text{msg}, K_E) \] (5.15)

7. The encrypted message is sent from ClientDevice to Bank.

\[ \text{ClientDevice} \rightarrow \text{Bank} : \text{crypto}_\text{msg} \] (5.16)

8. Bank decrypts the encrypted message sent from ClientDevice. As a symmetric-key cryptography algorithm is utilized, Bank decrypts the message with the same secret key.

\[ \text{Bank} : \text{DS} + \text{msg} = \text{Decrypt(}\text{crypto}_\text{msg}, K_E) \] (5.17)

9. Bank processes the decrypted message, separating the digital signature and the transaction message. The public key for the digital signature algorithm is employed in verification. The transaction message is hashed in Bank to get the message digest,
which is used to compare with the digital signature verification’s product.

\[
Bank : Yes/No = DVerify(DS, h(msg), PK_S)
\]  
(5.18)

10. If the verification process in formula 5.18 responds with “TRUE”, it means the message is valid, as it is sent from the identified ClientDevice. Afterwards, Bank processes the money transfer transaction as requested by ClientDevice.

\[
Bank : BizTransaction
\]  
(5.19)

11. Once the bank transaction processing is finished, Bank sends back a confirmation of transaction completion. At the same time, the transaction log is recorded physically on the wireless Gateway:

\[
Bank \rightarrow ClientDevice : BizConfirm
\]  
(5.20)

\[
Gateway : TLog
\]  
(5.21)

After ClientDevice finishes all the transactions, Client must log out from Bank application. ClientDevice disconnects the communication with Bank, and the Session is released.

### 5.2.2 Data Transformation

Corresponding to the money transfer transaction work flow, several business parameters, as the examples shown in Table 5.2, are defined for the use of security and business logic. Figure 5.2 illustrates the variable transformation process crossing the signature layer and the encryption layer in the lightweight cryptography scheme (refer to subsection 4.1.3 for
details of the lightweight cryptography scheme for SA2pMP). In this subsection, the process of the data transformation is described along with the process that ClientDevice uses send to the transaction information to Bank.

Table 5.2 describes a business record in a money transfer transaction. In the money transfer transaction, the following information needs to be recorded.

- \( F\text{Acc\_ID} \) denotes the ID number of the bank account from which the money will be transferred.
- \( T\text{Acc\_ID} \) denotes the ID number of bank account to which the money is transferred.
- \( Amount \) denotes the amount of money transferred.
- \( Time \) denotes the time when money transfer transaction is initiated.

<table>
<thead>
<tr>
<th>Business Record</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( F\text{Acc_ID} = 123456789 )</td>
<td>Digital Signature</td>
</tr>
<tr>
<td>( T\text{Acc_ID} = 987654321 )</td>
<td></td>
</tr>
<tr>
<td>( Amount = 500 )</td>
<td></td>
</tr>
<tr>
<td>( Time = 200906061220 )</td>
<td></td>
</tr>
</tbody>
</table>

After ClientDevice submits a business record containing the transaction information, the variable of RawText is employed to connect all business record parts to a string. Each variable is linked with the symbol of “&”.

\[
RawText = F\text{Acc\_ID} + T\text{Acc\_ID} + Amount + Time \tag{5.22}
\]

Next, RawText is added with \( ID_C \), which is used to identify the given mobile device and a specific bank account.

\[
PlainText = RawText + ID_C \tag{5.23}
\]
Figure 5.2: The variables’ transformation process.
The digital signature is produced by $PlainText$ and the private key for digital signature. $PlainText$ needs to be hashed to a message digest, which is used to create a digital signature with the private key. In the present simulation, SHA-1 is employed to hash $PlainText$ to generate a message digest. Then, ECDSA on prime integer with the key size of 192 bits (ECDSAprime192), is used to calculate the digital signature.

$$TempText = PlainText + DSign(h(PlainText), RK_S)$$  \hspace{1cm} (5.24)

The signed message $TempText$ is next encrypted using a symmetric encryption operation. AES256 is employed as the symmetric-key cryptography algorithm in the implementation.

$$EnText = Encrypt(TempText, KE)$$  \hspace{1cm} (5.25)

The $EnText$ is finally sent to $Bank$ via HTTP(s) through the wireless network.

### 5.2.3 Cryptography Simulation

$SA2pMP$ employs a lightweight cryptography scheme, in which a lightweight digital signature algorithm is combined with a symmetric key encryption algorithm in accordance with the rule of “Sign-and-Encrypt”. Table 5.3 describes the specific parameters for cryptography algorithms implemented in $SA2pMP$. AES256 is the AES algorithm with the key size of 256 bits. It is used to provide encryption and decryption functions. SHA-1 is employed to generate a message digest for the plain text message. The message digest is used to generate a digital signature. Signing and verifying the digital signature makes use of ECDSA algorithm over prime curves with the key size of 192 bits, namely ECDSAprime192. For
background on the cryptography algorithms, refer Section 2.7.

Table 5.3: Cryptography Implementation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Type</th>
<th>Key Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES256</td>
<td>Encryption</td>
<td>256 bits</td>
</tr>
<tr>
<td>SHA-1</td>
<td>MessageDigest</td>
<td></td>
</tr>
<tr>
<td>ECDSAprime192</td>
<td>Digital Signature</td>
<td>192 bits</td>
</tr>
</tbody>
</table>

The performance of the cryptography implementation is evaluated on three different emulator platforms: the Sun Java Wireless Toolkit 2.5.2 for CLDC, the Sony Ericsson SDK 2.5.0.3 for the Java ME Platform, and the Nokia S60 3rd Edition FP1 SDK for MIDP. Table 5.4 summarizes the information for the emulator devices, the configurations, and the profile.

Table 5.4: The mobile device emulators.

<table>
<thead>
<tr>
<th>Emulator Platform</th>
<th>Device</th>
<th>Configuration</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun WTK 2.5.2</td>
<td>QwertyDevice</td>
<td>CLDC-1.1</td>
<td>MIDP-2.0</td>
</tr>
<tr>
<td>Nokia S60 3rd</td>
<td>S60Emulator</td>
<td>CLDC-1.1</td>
<td>MIDP-2.0</td>
</tr>
<tr>
<td>Sony Ericsson SDK 2.5.0.3</td>
<td>Sony Ericsson Z800</td>
<td>CLDC-1.1</td>
<td>MIDP-2.0</td>
</tr>
</tbody>
</table>

As defined in MIDP-2.0 and CLDC-1.1, these mobile devices must possess a minimum base memory of 192 KB and a 16/32 bit processor with a speed of 8-32 MHz. In the real world, Sony Ericsson Z800 has 6 MB phone memory and 1 GB Memory Stick support (Sony Ericsson, n.d.). There are currently several models of mobile devices using the Nokia S60 3rd platform. Nokia N80/N91 are S60 series mobile devices.

The same MIDlet was run in three emulator platforms in order to measure the time delay caused by cryptography operation. In developing a money transfer transaction, PlainText with 312-bit length was used.
5.3 Simulation Evaluation

The practicality of SA2pMP was evaluated based on the processing time delay caused by the cryptography operations and the code size of the MIDlet suite in a mobile device. The evaluation of the time delay shows whether the architecture performs efficiently enough to receive wide acceptance, while the evaluation on the code size determines if the architecture can be implemented in limited storage in mobile devices.

5.3.1 Time Delay Evaluation

In this subsection, the results from the simulation in three emulator platforms are analyzed. The time delay criteria is discussed, the method employed in evaluation is described, and finally, the evaluation process and results are explained.

Time Delay Criteria

If the extra time delay caused by protecting security takes too long, frustration with the system results. What “too long” means depends on the participants’ experience of a given situation and on the type of application.

Miller (1968) proposed a 2-second rule based on the theory of limitations in human short-term memory. According to the rule, short-term memory plays a critical role in human information processing. An individual becomes aware of the wait period after approximately 2 seconds. Thus, to maintain uninterrupted information processing, the 2-second rule is recommended (Nah, 2004). Specifically, there are several rules regarding the time limitations in computer and mobile facility response.
The Criteria of Nielsen (1995) Based on Miller’s argument, Nielsen (1995) suggested a 10-second rule for computer response. This 10-second rule is widely used in industry when a performance or a user interface is required. Nielsen’s criteria can be categorized as follows:

- 100 milliseconds is the time limit for people to feel that the system is reacting instantaneously;
- 1,000 milliseconds is the time limit for people to think that the system stayed uninterrupted. Normally, no special feedback is necessary during delays of longer than 100 but shorter than 1000 milliseconds;
- 10,000 milliseconds is the time limit for keeping the client’s attention focused. If there are longer delays than 10,000 milliseconds, people want to perform other tasks while waiting for the computer to finish.

The Criteria of Roto and Oulasvirta (2005) According to Nielsen (1995), people usually wait 10 seconds for a response in a laboratory environment, after which they turn to other tasks. However, there was still an open question how soon the attention typically shifted in a mobile environment.

Roto and Oulasvirta (2005) conducted a user study with 27 participants to discover the point at which visual feedback stops reaching the user in a mobile context. The researchers examined the participants’ attention during page loading to the phone and the environment in several different everyday mobility contexts, and made a comparison between these practical contexts to the laboratory context. Summarizing from the experiment, Roto and Oulasvirta (2005) argued that:

- People rarely move their focus of attention away from the dialogue within the first 2,000 milliseconds, so non-visual feedback is not required for a short time delay.
• Visual attention switched away from the mobile browser normally between 4,000 milliseconds and 8,000 milliseconds in the mobile context. Multi-modal feedback is recommended for delays of more than 4,000 milliseconds in mobile applications.

In the following, the practicality of the system and the reaction of users are evaluated based on the 10-second rule (Nielsen, 1995) and the study (Roto & Oulasvirta, 2005) on mobile Human Computer Interaction (HCI).

Time Delay Evaluation Method

Regarding with a mobile payment system implementing SA2pMP architecture, the total time delay $T$ can be calculated as the following equation.

$$T = T_{CBiz} + T_{CSec} + T_{Com} + T_{SSec} + T_{SBiz} \quad (5.26)$$

$T_{CBiz}$ denotes the time delay caused by the business computation on $ClientDevice$. $T_{CSec}$ denotes the time delay caused by the security computation on $ClientDevice$. Most of this time delay is caused by cryptography computations, including signing a digital signature and performing the encryption on $ClientDevice$. $T_{Com}$ denotes the time delay caused by HTTP(s) communication via wireless networks. $T_{SSec}$ denotes the time delay caused by the secure verification process and the decryption process on $Bank$. $T_{SBiz}$ denotes the time delay caused by the specific business processing computation on $Bank$. Since $Bank$ is built on a resource-rich computer server platform, there is a high computational speed. Furthermore, the distributed transaction log is written simultaneously. Considering these issues, the operation on $Bank$ is assumed to be instantaneous. As the time delays of $T_{CBiz}$ and $T_{Com}$ are not caused by the security modules, they can be excluded from extra time delay caused by providing security. For these reasons, the extra time delay due to security is
focused on the delay caused by protecting security on \textit{ClientDevice}, namely $T_{C\text{Sec}}$. Coupled with equation 5.24 and equation 5.25, $T_{C\text{Sec}}$ can be calculated as follows:

$$
T_{C\text{Sec}} = Time_{\text{encrypt}}(D\text{Sign}(\text{msg})+\text{msg})
$$

$$
= T_{\text{encrypt}} + T_{D\text{Sign}} + T_{+}
$$

In equation 5.27, $T_{\text{encrypt}}$ is the time delay for the encryption process or the decryption process, while $T_{D\text{Sign}}$ represents the time delay caused by signing or verifying a digital signature, and $T_{+}$ denotes a set of operations for formatting the string-based message. For example, when a mobile device begins a transaction, which is sending the message from a mobile device to a server, the operations related to security include formatting a new message string, signing a digital signature, and encrypting a plain text message. The entire time delay for security ($T_{C\text{Sec}}$) is described by these three parameters.

\textbf{Time Delay Evaluation}

In \textit{SA2pMP}, AES256 is employed for encryption and decryption, while ECDSAprime192 is used for signing a digital signature. In ten practical system simulations (refer to 5.2.3) on three different emulators, the time delays of both the AES256 encryption and decryption are less than 1 millisecond. Based on this experimental result, the encryption is considered to be instantaneous ($T_{\text{encrypt}} \approx 0$). The time delay of $T_{+}$ is caused by a string formatting operation. In the simulation, this part of time delay was less than 1 ms. As $T_{+} \approx 0$, the formatting operation was considered to be instantaneous as well.

Therefore, the operation for digital signature consumes almost all time delay for security on the mobile client device. Thus, $T_{D\text{Sign}}$ is considered to be the significant factor of
the time delay for security. Another reason for using $T_{DSign}$ to represent the entire security time delay is for the convenience in comparing the implementation of the digital signature to other work. The time delay comparison can be found in section 6.3.

Based on the evaluation method explained above, the simulation and evaluation results can be described in the following.

Figures 5.3 - 5.5 illustrate the time delay measured on the Nokia S60 emulator platform, the Sony Ericsson Z800 emulator platform, and the Sun WTK 2.5.2 QwertyDevice emulator platform.

![Time Delay: Nokia S60 Emulator](image)

**Table 5.5** shows the calculation of the average time delay on these three different emulator platforms. The simulation on Nokia S60 is the most positive. The average time delay of signing on the Nokia S60 is 524.1 ms, which is much better than the data on the Sony Ericsson Z800 (3080.3 ms) or the Sun WTK QwertyDevice (3178.5 ms). The same situation occurs with the verification process: the average time delay for verification on the
Figure 5.4: The time delay on Sony Ericsson Z800 Emulator Platform (ms).

Figure 5.5: The time delay on Sun WTK 2.5.2 QwertyDevice Emulator Platform (ms).
Nokia S60 is 702 ms, which is much better than on either the Sony Ericsson Z800 (4024.8 ms) or the Sun WTK QwertyDevice (4185.1 ms).

Table 5.5: The average time delay (ms).

<table>
<thead>
<tr>
<th></th>
<th>Nokia S60</th>
<th>Sony Ericsson Z800</th>
<th>Sun WTK QwertyDevice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign</td>
<td>524.1</td>
<td>3080.3</td>
<td>3178.5</td>
</tr>
<tr>
<td>Verify</td>
<td>702</td>
<td>4024.8</td>
<td>4185.1</td>
</tr>
</tbody>
</table>

The criteria of Nielsen (1995) and the criteria of Roto and Oulasvirta (2005) are used to evaluate the average time delay in the simulation. Figure 5.6 illustrates the evaluation results based on the criteria of Nielsen (1995). In Figure 5.6, the lowest area shows the time delay is less than 100 milliseconds, while the middle area indicates the time delay is between 100 milliseconds and 1,000 milliseconds, and the top area indicates the time delay is between 1,000 milliseconds and 10,000 milliseconds. The time delay on the Nokia S60 is between 100 milliseconds and 1,000 milliseconds, which means the system seems uninterrupted to clients and no special feedback is necessary based on the criteria of Nielsen (1995). The time delay on the Sony Ericsson Z800 or the WTK QwertyDevice is between 1,000 milliseconds and 10,000 milliseconds, which means the system still keeps clients’ attention focused.

Figure 5.7 illustrates the evaluation result based on the criteria of Roto and Oulasvirta (2005). The lowest area indicates the time delay is less than 2,000 milliseconds, while the middle area indicates the time delay is between 2,000 milliseconds and 4,000 milliseconds, and the top area indicates the time delay is more than 4,000 milliseconds. Based on the criteria of Roto and Oulasvirta (2005), the time delay for the Nokia S60 is less than 2,000 milliseconds, which means the system maintain focus by client and non-visual feedback is unnecessary. The time delay caused by the signing operation on the Sony Ericsson Z800 or the WTK QwertyDevice is between 2,000 milliseconds and 4,000 milliseconds, which means the system needs some visual feedback to maintain client attention. The time delay
caused by verifying operation on the Sony Ericsson Z800 or the WTK QwertyDevice is above 4,000 milliseconds, which means that the clients’ visual attention wanders from the mobile screen.

Figure 5.6: The time delay evaluated based on Nielsen Criteria.

Although the software application architecture is designed for a standard JVM, different mobile devices have different implementations for efficiency and optimization. This is shown in the simulation. The Symbian-based Nokia S60 has a more efficient implementation than the Sony Ericsson Z800.

In summary, evaluating the extra time delay based on the measurements respectively offered by Nielsen and Roto, SA2pMP is practical for implementing on mobile devices,
Figure 5.7: The time delay evaluated based on Roto and Oulasvirta Criteria.
although some visual or multi-modal feedback needs to be considered.

5.3.2 Code Size Evaluation

Another perspective evaluation for practicality is based on the code size. Currently the Java ME MIDP (2.0, 2.1) standard does not allow sharing of libraries among different MIDlet suites. Each MIDlet suite should have its own library. A MIDlet suite with an API library implementation normally has a large JAR-file. Mobile devices usually have their own size limitation for implementing MIDlet suites. For example, CLDC-1.0 specifies that the minimum base memory available for the Java platform is 160 KB, while CLDC-1.1 defines that the minimum base memory available for the Java platform is 192 KB (Java Community Process, n.d.-b). When the code size or the file stored in the mobile device is larger than the memory size, there will be problems. Furthermore, because the code needs to be loaded into memory to start a program, the size of code in the MIDlet may cause the program to have slower initiation. Thirdly, a large JAR-file also increases the download time if the application is installed over-the-air (OTA).

The Bouncy Castle API library, which is employed in developing the proposed architecture, contains different code used for different cryptography algorithms. The size of the completed API library is too large to be stored in some mobile devices. For example, cldc_classes.zip in Bouncy Castle 1.4.2 Java API package is 939 KB in size. As implementing SA2pMP only relates to the digital signature and the symmetric-key cryptography algorithm, the JAR-file size will shrink if the unused code of the Bouncy Castle API library is not contained in MIDlet suites.

Code obfuscation is the process of “obscuring” Java classes with the purpose of making reverse-engineering more difficult. Obfuscation typically entails renaming classes, meth-
ods, and fields to use shorter names, effectively reducing the size of the Java class (Ortiz, 2009). Proguard was utilized as an obfuscator in the present simulation.

In the simulation, the mobile client application, MoBankClient.jar is 130 KB in size, which is quite feasible for a CLDC-1.1 platform. Only a small part of the security package is added in this JAR-file. That means the API library designed in this research meets the requirement for code size, and the implementation on CLDC-1.1 mobile devices can be in practice.

In this chapter, the system simulation, and the evaluation for both time delay and code size are provide. In the following chapter, SA2pMP is compared to related work from the aspects of the architecture and time delay.
Chapter 6
System Comparison

In this chapter, SA2pMP is compared to some existing mobile payment architectures in terms of security and practicality. To make this comparison, other works are first introduced in section 6.1, followed by an architecture comparison in section 6.2. Finally, the time delay comparison is made in section 6.3.

6.1 Other Works

Mobile payments can be viewed as an extension of electronic payments. Existing secured architectures have been used to support electronic payments over Internet, such as E-cash for electronic cash (A. Ghosh, 1998), eCheck for electronic cheque (Anderson, 1998), and Secure Electronic Transaction (SET) for credit card payments (VISA and MasterCard, 1997). SET-based protocols are secure but not convenient because SET was originally designed for electronic payments over a wired network, and intermediary agents are required. E-cash, eCheck, and SET are standards for Internet payment protocols; they cannot be directly adopted for mobile payments as they do not address the limited resources of the mobile devices such as lower power, lower transmission rate, and less memory.

This section provides an investigation of other architectures proposed for ensuring security for mobile payment applications. These architectures are JASA, LSM, SET, and iKP.
6.1.1 J2ME application-layer end-to-end security architecture

A J2ME application-layer security architecture called JASA, a security architecture based on the Java 2 Platform, Micro Edition (J2ME) was developed by Itani and Kayssi (2004) to ensure end-to-end security for m-commerce. JASA uses pure Java components to provide end-to-end security between a wireless J2ME-based client and J2EE-based servers. The architecture can be implemented with the available limited resources of a Java MIDP device. As SA2pMP, JASA was designed for the application layer, so it does not require any modification of the underlying protocols or infrastructure.

JASA consists of a client application and a server. The client application complies with the MIDP 1.0 specification. The architecture can be employed in the current wireless network environment via HTTP because MIDP on top of CLDC provides an HttpConnection interface (for more details about MIDP and CLDC, refer to section 2.5).

Encryption and decryption operations and services in JASA are based on the AES algorithm. The SHA-1 algorithm performs the hashing operations to ensure integrity of data during transportation over the network. At the client end, the MIDP application is packaged inside a JAR file which contains the application class and resource files. The JAR file can be downloaded to the mobile device, along with the JAD file. The server application, specified with J2EE, is packaged in a web archive (WAR) file and deployed on the J2EE application server. As JASA employs AES, a symmetric ciphering algorithm, the server and the client application share the same key for encryption and decryption.

The performance of JASA was measured on the Sony Ericsson P800 Java phone, while the server application was tested using the J2EE server version 1.3.1 running with Windows 2000. A GPRS connection was utilized to perform the HTTP interactions between the client and the server. Itani and Kayssi (2004) claimed that the AES encryption operation
runs at over 165 Kbits/s on the Java phone, and the AES decryption operation runs at over 105 Kbits/s on the Java phone.

One limitation of JASA is that AES is a symmetric ciphering algorithm, meaning that the server and the client share the same key. Thus JASA can provide good end-to-end client authentication, data confidentiality, and integrity. However, the employment of AES is not able to guarantee non-repudiation in the transaction between the two parties, as AES is a symmetric-key cryptography algorithm. For background knowledge of AES, refer to Subsubsection 2.7.2.

6.1.2 Lightweight security for mobile commerce transactions

Lam et al. (2003) proposed a lightweight security mechanism (LSM) for protecting electronic transactions over handheld devices. In their research, the wireless network over which the mobile commerce transactions take place is the mobile phone network. The concept of a wireless protocol gateway was introduced in their proposal. A wireless protocol gateway serves as a wired agent for the handheld devices. As illustrated in Figure 6.1, handheld devices are connected to the application server though the wireless protocol gateway. In other words, they are connected to the gateway via the mobile phone network and the gateway is connected to the application server via a fixed line network.

To overcome intensive computation on resource-limited mobile devices, LSM utilized a wireless protocol gateway. LSM is located on the layer above the Transport Layer Security protocol (TLS) and it presumes that the mobile handheld device supports plug-in or applet implementations in an Internet browser environment. Catering to the limited resources of mobile devices, LSM employs the Wireless Transport Layer Security protocol (WTLS) as defined by WAP Forum (The Open Mobile Alliance Ltd, n.d.). As illustrated in Figure
Figure 6.1: The system architecture adopted from the LSM (Lam et al., 2003).

6.1, the WAP Gateway plays an agent role to “translate WTLS-protected traffic to TLS-protected traffic” (Lam et al., 2003).

According to Lam et al. (2003), LSM is divided into two parts. For communications between the handheld device and the wireless protocol gateway, LSM uses an authentication protocol that requires sharing a symmetric secret key. This protocol intends to guarantee a secure connection between the handheld device and the wireless protocol gateway. The wired network communication between the wireless protocol gateway and the application server requires more complex transaction protocols. LSM employs a combination of a public-key cryptography mechanism and a simple password authentication solution. Lam et al. (2003) suggested the use of some tamper-resistant hardware device in order to ensure non-repudiation.

LSM meets the security requirements of mobile commerce in authentication, confidentiality, integrity and non-repudiation. The combination of the wireless protocol gateway
and the end-to-end security mechanism plays a role as an effective balance between high computational requirements and good security protection. However, there are still some limitations in this proposal.

One requirement of LSM is that the wireless protocol gateway shares many cryptography calculation duties with mobile devices. The wireless protocol gateway is responsible for maintaining a network communication channel, and an agent between the wired and wireless networks. More importantly, the wireless protocol gateway can be viewed as a part of mobile devices, with extensive computational capability. Much cryptography computation is performed in the wireless protocol gateway. This approach leads to a limitation for LSM that a security gap can exist in the wireless protocol gateway. The wireless gateway receives the traffic from handheld devices, decrypts the traffic with the symmetric key and encrypts them again using public-key cryptography, then sends the data to the application server. This can result in the exposure of the data at the wireless protocol gateway.

Another limitation is caused by the approach in which the mobile transaction is implemented on the mobile phone network. The mobile phone network is provided by mobile network operators, while mobile application services are offered by application providers. Financial service providers may not want mobile network operators to be excessively involved in their security strategy. However, LSM employs the wireless protocol gateway as a rich resource for performing intensive cryptography computations. This approach cannot avoid a high involvement of a third party, which undoubtedly increases the difficulties of a suitable collaboration among enterprise systems.
6.1.3 Internet Keyed Payment Protocols

Internet Keyed Payment Protocols (iKP) is a group of secure payment protocols developed by IBM Research Division (Janson, 2007; Bellare et al., 2000). All iKP protocols are based on RSA Public-key cryptography. The number of public keys, which is referred to as \( i \), varies according to the participants in a specific business requirement. The \( i \) is mirrored in the name of the individual protocols: 1KP, 2KP, and 3KP. The simplest protocol, 1KP, only asks for the acquirer to hold one public key (Janson, 2007). The main reason for designing these three variants was to enable gradual deployment.

Originally iKP was designed to suit any browser, server and platform. Now it is compatible with the existing card-based business models and payment system infrastructures. There are several participants involved in iKP:

- **Buyer**, who makes the actual payment,

- **Merchant**, who will receive the payment, and

- **Acquirer Gateway**, which plays a role as an intermediary between the electronic payment world and the existing payment infrastructure, and authorizes transactions using the latter.

Initially, iKP was designed for implementation in software. Now all iKP protocols can be implemented in either software or hardware. In fact, in 1KP and 2KP the buyer does not even need a personalized payment device: only credit card data and a PIN (if present) must be entered to complete a payment. However, to fulfill the increased requirement for security, it is obviously desirable to use a tamper-resistant device to protect the PIN and the secret key of the buyer (Bellare et al., 2000).
6.1.4 Secure Electronic Transaction protocol

The Secure Electronic Transaction protocol (SET) specification is an open encryption and security specification designed to protect credit card transactions on Internet. SET’s development was led by VISA\(^1\) and MasterCard\(^2\). Various well-known companies were involved in the development of SET, including IBM\(^3\), Microsoft\(^4\), Netscape\(^5\), RSA\(^6\), and VeriSign\(^7\). Currently the major supporters are VISA and MasterCard. As a standard protocol SET has been primarily defined to ensure the security of credit card payments on Internet, although the transaction flow and implementation of security can also be applied to wireless networks.

SET is very similar to iKP, especially the 3KP variant. The buyer, the merchant and the acquirer are all involved in the payment transactions. SET is not actually a payment system itself, but a set of security protocols enabling users to employ the existing credit card payment infrastructure on an open network, like Internet, in a secure environment. In general, SET includes three services:

1. providing a secure communications channel among all parties involved in a transaction;

2. ensuring trust through the use of the digital certificates; and

3. ensuring privacy because the information is only available to parties in a transaction when and where necessary.

There are several key components of the SET protocol (VISA and MasterCard, 1997).

\(^1\)http://www.visa.com/
\(^2\)http://www.mastercard.com/
\(^3\)http://www.ibm.com/
\(^4\)http://www.microsoft.com
\(^5\)Netscape became a holding company of AOL in 1998
\(^6\)RSA is the security division of EMC, http://www.rsa.com/
\(^7\)http://www.verisign.com/
• The Cardholder Application, also referred to as a digital wallet, is held by an online consumer and packages a digital signature and credit card information that ensures the identity and safeguards the financial information through an encryption system.

• The Merchant Server component is the verification product held by the merchant to process the online card payment.

• The Payment Gateway component is supported by an acquiring bank or other trusted third party who can process the merchant’s verification and the client’s payment information and filters them to their appropriate financial institutions.

• The Certificate Authority component, run by a financial institution, is the trusted agent that issues the digital certificates and is responsible for ensuring that all users of digital certificates are in fact secure and trustworthy clients.

Details of the SET specification can be referred to (VISA and MasterCard, 1997).

Both SET (VISA and MasterCard, 1997) and iKP (Janson, 2007) are credit-card payment protocols that were designed originally for electronic commerce. Although they have been successfully implemented for e-commerce on wired networks, they are too heavy-loaded to operate on resource limited mobile devices and network environments such as mobile devices and wireless networks. SET and iKP are comprehensive architectures, not specifically designed for two-party payment transactions; this makes SET and iKP too complex for efficient and realistic implementations of two-party mobile payment transactions.

6.2 Architecture Comparison

A comparison of SA2pMP with the other existing security architectures for mobile payment is provided in this section. JASA proposed by Itani and Kayssi (2004) provides
end-to-end client authentication, and data confidentiality and integrity; however, it cannot guarantee non-repudiation during transactions. SET (VISA and MasterCard, 1997) and iKP (Janson, 2007) are two practical credit-card payment protocols, which were designed originally for electronic commerce. Although they have been successfully implemented for e-commerce on a wired network, their computations are too heavyweight to operate in a resource-limited environment. Lam et al. (2003) proposed LSM, which made use of a wireless protocol gateway to maintain a security for mobile commerce. However, the transaction data are possibly exposed to intruders at the wireless protocol gateway, as the data are decrypted and then re-encrypted there. Additionally, the intensive computation at the wireless protocol gateway, which is maintained by the mobile network operator, leads to an excessive involvement of the third party for a two-party (such as client and bank) payment transaction.

The proposed architecture, SA2pMP, is compared to JASA (Itani & Kayssi, 2004), LSM (Lam et al., 2003), SET and iKP (VISA and MasterCard, 1997; Janson, 2007) in eight dimensions in Table 6.1. “Targeted to M-Payment” evaluates if the architecture is designed for payment transactions over a mobile environment; “Targeted to 2-Party” shows if the architecture is proposed for a transaction in which only two parties are involved; “Cryptography Algorithm” compares which cryptography algorithm(s) are employed in the architecture; “Authentication Strategy” shows whether the architecture realizes a single-factor authentication or a multi-factor authentication; “Non-repudiation” indicates if the architecture addresses the problem of false denial or repudiation; “Java ME Enabled” describes the implementation approach; “Computational Requirements” indicates whether the architecture’s computational requirement can be handled in a resource-limited mobile device; and “3rd-Party involvement” evaluates the level to which the architecture requires the third party to be involved.

As illustrated in Table 6.1, the comparison can be explained as follows:
Table 6.1: Architecture Comparison.

<table>
<thead>
<tr>
<th>Architecture Fields</th>
<th>JASA</th>
<th>SET and iKP</th>
<th>LSM</th>
<th>SA2pMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targeted to M-Payment</td>
<td>√</td>
<td>No</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Targeted to 2-Party</td>
<td>√</td>
<td>(1)KP</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Cryptography Algorithm</td>
<td>AES</td>
<td>RSA</td>
<td>RSA</td>
<td>ECDSA</td>
</tr>
<tr>
<td>Authentication Strategy</td>
<td>SFA</td>
<td>SFA</td>
<td>SFA</td>
<td>MFA</td>
</tr>
<tr>
<td>Non-Repudiation</td>
<td>No</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Java ME Enabled</td>
<td>√</td>
<td>-</td>
<td>-</td>
<td>√</td>
</tr>
<tr>
<td>Computational Requirements</td>
<td>Light-weight</td>
<td>Heavy-weight</td>
<td>Light-weight</td>
<td>Light-weight</td>
</tr>
<tr>
<td>The 3rd-Party Involvement</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
</tr>
</tbody>
</table>

1 SFA: Single-factor Authentication;
2 MFA: Multi-factor Authentication;
• In comparing the employment of cryptography algorithms, JASA utilizes AES, while LSM, SET and iKP employ RSA as the cryptography algorithm. AES is a Symmetric-key cryptography algorithm. Although AES has a better computational speed than Public-key cryptography algorithms (such as RSA), it is difficult to ensure non-repudiation for systems which employ it. RSA, as a Public-key cryptography algorithm, is able to fulfill the security requirements for authentication, integrity, confidentiality, and non-repudiation. However, RSA is too computationally heavyweight to be implemented in a resource-limited mobile device. SA2pMP introduces an integrated scheme combining both AES and ECDSA.

• Comparing authentication strategy, JASA, LSM, SET and iKP all utilize single-factor authentication, which is not enough to secure a financial application, but SA2pMP implements a multi-factor authentication strategy. The multiple factors are constituted by the technical properties in possession of a mobile device, in the knowledge of the personal identifier of the mobile device, and in the business transaction’s account information. The combination of these multiple factors provides a strong authentication strategy. Additionally, the digital signature contributes to maintaining authentication in SA2pMP.

• From the perspective of computational requirements, JASA has the advantage in computational speed and resource requirement over AES; therefore, JASA can be viewed as lightweight in computational requirement. LSM utilizes the wireless protocol gateway as the agent of the mobile device. Therefore, it changes the wireless network to the wired network and changes the resource-limited mobile devices to resource-rich ones. The intensive computing is translocated from mobile devices to the wireless protocol gateway. The real computational requirement for mobile devices is not high. Therefore LSM is also lightweight in computational requirements.
SET and iKP were not originally designed for mobile commerce; the computational requirement is high. For this reason, SET and iKP are too heavyweight for the mobile payment activities. SA2pMP balances the security and the computational complexity and requirements, AES is chosen to realize a symmetric-key cryptography algorithm, which is faster and computationally lighter compared to the public-key cryptography algorithm. ECDSA is a digital signature algorithm based on the elliptic curve. ECDSA is believed to be more suitable for resource-limited mobile devices, as it provides equal security level with the shorter key size. Hence, SA2pMP is lightweight in computational requirements, without losing assurance in security.

- The design of each architecture has its target. JASA and LSM were designed for transactions in which only two participants are involved. SET is not designed for two-party payment transactions. The buyer, the merchant, and the financial services are all involved. iKP includes a series of protocols, in which 1KP is able to be applied for a two-party transaction. SA2pMP aims to maintain comprehensive security for two-party mobile payments. Although the network gateway is physically involved in SA2pMP, only two parties (client and financial service) participate in business transactions. Moreover, JASA, LSM, and SA2pMP are designed for payment transaction on mobile devices and over wireless networks, while SET and iKP were originally developed for electronic commerce over PCs and wired networks.

- Non-repudiation is a key requirement for comprehensive security. In all architectures listed in Table 6.1, only JASA did not suggest approaches to solve the false repudiation problem. LSM, SET and iKP made use of cryptography algorithms to maintain non-repudiation. Besides the employment of digital signature, SA2pMP utilizes a distributed transaction log strategy to provide a defensive approach to ensure non-repudiation.
• A mobile payment transaction have to cross different enterprises. An inter-enterprise transaction should not only support efficient collaboration, but also respect each enterprise protecting self-determination and privacy (Biennier & Favrel, 2005). In the mobile payment transaction, the financial service cooperates with the other supporting services, such as the mobile network operator. The models of the inter-enterprise business collaboration employed in these architectures are not same. In the case in this research, the collaboration between the financial service and the third party (such as the mobile network operator or TTP) is evaluated based on the third party’s involvement. LSM stores its cryptography key pair in the network protocol gateway. One limitation is that this approach leads to an excessive involvement of the third party (the mobile network operator). The key pairs are essential to a cryptography strategy. Positioning key pairs with a third party rather than with one of the two participants of a transaction makes this third party important in the system. This excessive involvement of the third party will cause an excessive dependence on the third party. SET and iKP require high third-party involvement, as they rely on TTP to offer the key pairs. As JASA did not employ any third party in its architecture, it has low third-party involvement. SA2pMP utilizes the network gateway in its distributed transaction log strategy. The point is that SA2pMP treats the network gateway as the third trusted party for monitoring or auditing payment transactions. This approach avoids the third party’s excessive involvement, but it still contributes to ensuring non-repudiation.

• Regarding the implementation, both JASA and SA2pMP mainly make use of Java ME to develop a software architecture. LSM, SET and iKP were designed to be suitable to any browser, server and platform. The development of LSM, SET and iKP can be with software, hardware, or a combination of software and hardware.
6.3 Time Delay Comparison

In this section a comparison from the implementation perspective is provided. The time delay during the cryptography computation is compared, and it is shown that $SA2pMP$ has the advantage in operating feasibly on resource-limited mobile devices.

As $SA2pMP$ employs the lightweight cryptography scheme combining ECDSA and AES, the computational time delay of AES is compared with JASA (Itani & Kayssi, 2004), then the computational time delay of ECDSA is compared with the result provided by Kilas (2009) (we use Kilas to represent the Kilas work). Kilas evaluated the practicality of digital signatures on Near Field Communication (NFC) tags in a Java-powered mobile phone. Although $SA2pMP$ has different goal than does Kilas, it is possible to compare the time delay as both employed an ECDSA implementation.

Comparison the related works in terms of time delay is difficult. First, the simulation in this thesis is on PCs, while JASA and Kilas are based on actual devices. Second different brands or series of mobile devices were employed in the experiment. Table 6.2 depicts the models and technical specifications of the various mobile devices employed. Although mobile device manufacturers support unified standards such as MIDP and CLDC, they add unique features and functions that support their own branded mobile devices more efficiently. Therefore, different models may function differently, and cause further difficulty in the comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>Technical Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>JASA</td>
<td>MIDP-1.0, CLDC-1.0</td>
</tr>
<tr>
<td>Kilas</td>
<td>MIDP-2.0, CLDC-1.0</td>
</tr>
<tr>
<td>Kilas</td>
<td>MIDP-2.0, CLDC-1.1</td>
</tr>
<tr>
<td>SA2pMP</td>
<td>MIDP-2.0</td>
</tr>
<tr>
<td>SA2pMP</td>
<td>MIDP-2.0, CLDC-1.1</td>
</tr>
</tbody>
</table>

Table 6.2: The mobile device models employed in JASA, Kilas, and SA2pMP.
Although it is impossible to make use of current data comparing SA2pMP with the other two related works, a rough evaluation of time delay is made.

If the AES implementation in JASA is examined, the AES encryption operation with key size of 128 bits ran at over 165 Kbits/s on the Java phone, and the decryption operation with key size of 128 bits ran at over 105 Kbits/s (Itani & Kayssi, 2004). In SA2pMP, AES encryption and decryption, both with the key size of 256 bits, cost less than 1 millisecond. As the plaintext is of 312-bit length (refer to subsection 5.2.3), the encryption speed can be roughly evaluated as:

\[
\text{Speed(Encrypt)} = \frac{\text{Length(plaintext)}}{T_{\text{encrypt}}} > 312\text{Kbits/s}
\]  

(6.1)

Based on Formula 6.1, SA2pMP encryption speed (> 312Kbits/s) is clearly higher than JASA (165Kbits/s). With the same evaluation method, the decryption speed (> 312Kbits/s) of SA2pMP is also higher than JASA (105Kbits/s).

There are several different Java ME implementations for ECDSA designed by e.g. Tillich and Großschadl (2004); Zheng, Shao, Huang, and Yu (2008); Kilas (2009). As the platforms in which ECDSA is implemented are not the same, a strict comparison is difficult to make. Tillich and Großschadl (2004) and Zheng et al. (2008) suggested that ECDSA could be performed faster, while the emulation data provided by Kilas (2009) are less efficient than the data in the simulation of SA2pMP on the Nokia S60 emulator. A comparison of ECDSA’s implementation is made between Kilas and SA2pMP. Both Kilas and SA2pMP employ a 192-bit key for signing and verification. As both Kilas and SA2pMP used SHA-1 to generate the message digest before the operation of signing and verification, they sign or verify a digital signature for the same sized message. The average time delay on different emulators is compared in Table 6.3.

As depicted in Table 6.3, the simulation on the Nokia S60 Emulator had the best per-
Table 6.3: The time delay caused by ECDSA implementation: *Kilas* and *SA2pMP*.

<table>
<thead>
<tr>
<th></th>
<th>Kilas Emulator</th>
<th>SA2pMP Emulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signing</td>
<td>1088</td>
<td>524.1</td>
</tr>
<tr>
<td>Verification</td>
<td>2603</td>
<td>702</td>
</tr>
</tbody>
</table>

The data from *Kilas* are better than *SA2pMP* according to the experiments on Sony Ericsson Z800 Emulator and Sun WTK 2.5.2 Emulator.

Although a strict comparison of time delay cannot be made due to the restrictions of experimental facility and environment, the result still shows some interesting information. Java ME allows developers to create an application compatible over numerous devices with the same piece of code. However, it varies in performance in that the application performs particular tasks differently on different platforms. The reason lies in the wide deviation of processor platforms, virtual machine (VM) implementations, and device memory capabilities (Yi, Reddy, & Ang, 2002). Table 6.3 reflects different mobile device manufacturers add characteristic functions and contribute different optimization to their own branded mobile devices. Clearly, Nokia S60 has the most positive performance in supporting the cryptography computation based on Table 6.3.

In this chapter, a comprehensive comparison of *SA2pMP* to the related approaches is provided. In combination with the result from the evaluation in Chapter 5, the thesis supports the belief that *SA2pMP* has it own advantages in security and practicality as an implementation for a two-party mobile payment. The thesis is concluded in the next chapter.
Chapter 7

Conclusions and Future Work

With the evolution of technologies in wireless networks and mobile devices, an increasing number of people are becoming users of mobile applications, on account of the advantages in convenience and portability. Mobile payment, as an important mobile application in the financial field, is attracting wide attention from researchers, developers, bankers, merchandisers, and clients. However, it has not yet become a mainstream approach for making payments. Non-secured mobile payments are simply not acceptable.

The goal of mobile payment research to enable payment transactions to operate on mobile devices and wireless networks. Although the technologies in these two fields have improved and are experiencing a significant development, mobile devices and wireless networks are still “resource-limited” compared to PCs and fixed-line networks. The difficulty in building mobile payment systems lies in how to provide payment transactions with security and practicality.

In this respect, the focus of this research is mobile transaction security. The goal is to design a security architecture for two-party mobile payment transactions. A wide investigation of security issues on mobile transactions is provided, particularly focusing on mobile payments. The Four-layer mobile payment participant model on the basis of the model suggested by Karnouskos (2004) clarifies how participants are involved in mobile payments. Based on the Onion Layer Framework, a security map is proposed to guide the present research analysis activities. Finally a new security architecture for two-party mobile payment referred to as $SA2pMP$ is proposed.

$SA2pMP$ operates on Java-enabled mobile devices with Internet browser capability. The participants in a logical payment transaction only include the financial sector and the client. As the mobile payment runs over a mobile phone network, the mobile network operator is
physically employed to provide a network communication channel. SA2pMP is built on the application layer, which means that it does not make any modification to current network protocols and wireless network infrastructures. Since the mobile bank is a typical two-party mobile payment, it is used as a scenario for describing system design and implementation.

SA2pMP employs a combination of technologies to provide comprehensive security for mobile payments. It fulfills the four basic security requirements of authentication, integrity, confidentiality, and non-repudiation. Some of the highlights of SA2pMP are as follows:

- A lightweight cryptography scheme is implemented, which combines a symmetric-key cryptography algorithm (AES) along with a digital signature algorithm (ECDSA). ECDSA is a lightweight digital signature algorithm for better operating on resource-limited mobile devices. It contributes to ensuring the properties of authentication, integrity, and non-repudiation. AES is a popular symmetric key algorithm which has the benefit of running faster on mobile devices, as compared to a public key algorithm. It is employed to ensure confidentiality during a payment transaction. The ease of using a simple “Sign-and-Encrypt” approach avoids high computational requirements on resource-limited mobile devices.

- A multi-factor authentication strategy is proposed, which employs the inherent factors of mobile devices, bank account, and networks to provide a strong authentication for a mobile transaction.

- A distributed transaction log strategy is suggested to partly maintain non-repudiation. The distributed transaction log strategy makes use of the “cooperator and monitor” business model between financial sectors and mobile network operators. The mobile network operator is viewed as a third party auditor for monitoring the business transaction. It is responsible for maintaining a transaction log.
Additionally, the security API package created in implementing \textit{SA2\textit{p}MP} can be reused as the security library for developing other mobile security applications. Designed originally for two-party mobile payments, \textit{SA2\textit{p}MP} can potentially be extended to ensure security for other two-party mobile applications.

The simulation is performed on an IBM IntelliStation M Pro PC, with Pentium 4 CPU 2.80 GHz and 2 GB RAM. The operation system is Windows XP Professional SP3. Three emulators (the Nokia S60 Emulator, the Sony Ericsson Emulator, and the Sun WTK CLDC simulator) were employed in the system simulation. The evaluation of both time delay and code size shows that \textit{SA2\textit{p}MP} is practical and efficient for implementation on mobile devices.

Compared to some related works such as JASA (Itani \& Kayssi, 2004), SET and \textit{iKP} (VISA and MasterCard, 1997; Janson, 2007), and LSM (Lam et al., 2003), \textit{SA2\textit{p}MP} has the advantage of more lightweight computation, more comprehensive security, and less third party involvement.

Future work could focus on the following areas:

- Currently, due to limitations of hardware environments, the present experiment in this thesis were operated on a PC. Three emulators were used to simulate mobile devices. In future work, the actual device will be employed in experiment and evaluation.

- A good cryptography approach needs a good key management strategy. \textit{SA2\textit{p}MP} employs paralleled key management for the key pair of digital signature, and the symmetric key pair of encryption and decryption. Although some options are suggested for key storage and distribution, especially for the symmetric-key cryptography algorithm, these candidates need to be evaluated in the context of a practical mobile payment system.

- The distributed transaction log strategy employed in \textit{SA2\textit{p}MP} makes use of the mo-
bile network operators’ role as a monitor to audit business transactions that take place between the client and the financial sector. Although it successfully contributes a technical strategy to solve the problem that lies in business repudiation, it still needs analysis on a case-by-case basis in real applications. The role that the mobile network operator eventually plays will be dependent on what is allowed by the specific business contract or the relevant legislation. For example, current legislation in Finland does not allow Mobile Network Operators to charge for services exceeding a certain amount of money. This example means that the operator may need to found subsidiary companies in order to act as a trusted third party and/or to acquire licenses for a bank (Tsalgatidou & Veijalainen, 2000). Another issue that must be concerned is the client privacy. A business transaction log contains some sensitive information of the clients. Allowing mobile network operators to maintain the business log does possible business-sensitive information among these three parties (clients, financial sectors, and the mobile network operators) to be leak. How to ensure client privacy in this approach is worth consideration. Future work in the distributed transaction log strategy needs further analysis than simply basing on technological practicality.

• Adequate security architecture is the most important measure to protect mobile payment systems. The security architecture can be viewed as the front line for prevention of attacks. However, it is almost impossible to implement a completely secure system. It is inevitable to have bugs and mistakes during the implementation process. A number of security vulnerabilities and incident reports have been issued by, for example, the CERT Coordination Center (Carnegie Mellon Software Engineering Institute, 2004). The fraud detection system (FDS) is in place to detect attempted and completed frauds; therefore, it can act as the second line of defense for protection of systems (Barse, 2004). The fraud detection is not in the research scope in
this thesis. However, the transaction log data could be employed in fraud detection research in the future.

Clearly wireless networks and mobile device technologies are still in rapid development. The growth of 3G/4G network technology and the Smartphone brings more and more opportunities to mobile applications. SA2pMP, as a lightweight architecture, can be feasibly implemented on mobile devices to provide a comprehensive security for two party mobile payments. The financial sector in two-party mobile payments might be represented not only by the traditional commercial banks but by stock traders, or even by Internet payment agents, for example, PayPal. Furthermore, the implementation of SA2pMP is low cost and can also be easily integrated into the other end-to-end mobile applications. We expect SA2pMP to provide a lightweight security architecture for ensuring comprehensive security; meanwhile, it can be practically implemented in a resource-limited environment.
Glossary

**ACCID**
Denotes the *Client’s* bank account number, or ACCoun**t IDentifier**

**Amount**
Denotes the amount of money transferred

**Bank**
Denotes a server computer held by the financial service participant in the transaction

**Client**
Denotes the person using a mobile device on the client side of the transaction

**ClientDevice**
Denotes the mobile device used by the client to carry out their mobile banking transaction

**DS**
Denotes the digital signature

**DSign**
Denotes the signing process for the digital signature

**DVerify**
Denotes the verification process for the digital signature

**Decrypt**
Denotes the decryption process for the symmetric-key cryptography algorithm

**Encrypt**
Denotes the encryption process for the symmetric-key cryptography algorithm

**F_Acc_ID**
Denotes the ID number of the bank account from which the money is transferred

**Gateway**
Denotes the wireless gateway offered by a mobile network operator

**IDC**
Denotes the identity information of the client.

\[
ID_C = (SIM + PHID + ACCID)
\]
$K_E$ Denotes the secret key for the symmetric-key cryptography algorithm

$PHID$ Denotes PHone IDentifier, such as the mobile phone serial number

$PIN$ Denotes the Client’s Personal Identifier Number in the mobile device

$PK_S$ Denotes $X$’s public key which is used to verify the digital signature in the transaction

$PWD$ Denotes the password of Client, which is known only to Client and is verifiable by Bank. For example, the debit card has its password.

$RK_S$ Denotes $X$’s private key which is used to generate the digital signature and to sign the data transferred in the transaction

$SIM$ Denotes the Subscriber Identifier Module number of ClientDevice

$Session$ Denotes the HTTP communication session set up between Bank and ClientDevice

$TD$ Denotes the transaction data transferred in a transaction

$TLog$ Denotes the transaction log

$T\_Acc\_ID$ Denotes the ID number of bank account to which the money is transferred

$T_+$ Denotes a set of operations for formatting the string-based message
\(T_{CBiz}\) \hspace{1cm} Denotes the time delay caused by the business computation on \textit{ClientDevice}

\(T_{CSec}\) \hspace{1cm} Denotes the time delay caused by the security computation on \textit{ClientDevice}

\(T_{Com}\) \hspace{1cm} Denotes the time delay caused by the HTTP(s) communication

\(T_{DSign}\) \hspace{1cm} Denotes the time delay caused by signing or verifying a digital signature

\(T_{SBiz}\) \hspace{1cm} Denotes the time delay caused by the specific business processing computation on \textit{Bank}

\(T_{SSec}\) \hspace{1cm} Denotes the time delay caused by the secure verification process and the decryption process on \textit{Bank}

\(T_{encrypt}\) \hspace{1cm} Denotes the time delay caused by the encryption process or the decryption process

\(Time\) \hspace{1cm} Denotes the time when money transfer transaction is initiated

\(TimeStamp\) \hspace{1cm} Denotes a time stamp

\(Verify\) \hspace{1cm} Denotes the process for verifying the transaction’s authentication

\(X\) \hspace{1cm} Denotes any participant involved in a mobile payment transaction

\(Yes/No\) \hspace{1cm} Denotes the transaction’s status: approved or rejected
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[RK_S,PK_S]$</td>
<td>Denotes a digital signature key pair including a private key and a public key</td>
</tr>
<tr>
<td>added identifier</td>
<td>Denotes the identity information of the client, formulated by $ID_C$. The added identifier is a combination of the SIM, PHID, and ACCID</td>
</tr>
<tr>
<td>$h(msg)$</td>
<td>Denotes a one-way hash function for the message</td>
</tr>
<tr>
<td>$msg$</td>
<td>Denotes a message</td>
</tr>
<tr>
<td>3GPP</td>
<td>The Third Generation Partnership Project</td>
</tr>
<tr>
<td>AES</td>
<td>Advanced Encryption Standard</td>
</tr>
<tr>
<td>AES256</td>
<td>The AES algorithm with the key size of 256 bits</td>
</tr>
<tr>
<td>Android</td>
<td>A set of software for mobile devices: an operating system, middleware and key mobile applications (Open Handset Alliance, n.d.)</td>
</tr>
<tr>
<td>APIs</td>
<td>Application Programming Interfaces</td>
</tr>
<tr>
<td>AS</td>
<td>Authentication Server</td>
</tr>
<tr>
<td>ATM</td>
<td>Automated Teller Machine</td>
</tr>
<tr>
<td>Authentication</td>
<td>Ensuring that the communicating entity is who they are claiming to be (Stallings, 2006)</td>
</tr>
<tr>
<td>BlackBerry OS</td>
<td>The proprietary operating system made by a Canadian wireless device company, Research In Motion, for BlackBerry Smartphones</td>
</tr>
<tr>
<td>BLM</td>
<td>Business Logic Module</td>
</tr>
<tr>
<td>BLS</td>
<td>Business Logic Server</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Bouncy Castle</th>
<th>An open-source collection of lightweight cryptography APIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>BTLS</td>
<td>Business Transaction Log Server</td>
</tr>
<tr>
<td>CDC</td>
<td>Connected Device Profile</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CLDC</td>
<td>Connected Limited Device Configuration</td>
</tr>
<tr>
<td>CM</td>
<td>Communication Module</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>Ensuring the operation in private</td>
</tr>
<tr>
<td>Cryptography</td>
<td>The art and science of securing messages so unintended audiences cannot read, understand, or alter that message (Tipton &amp; Krause, 2003)</td>
</tr>
<tr>
<td>DES</td>
<td>Data Encryption Standard</td>
</tr>
<tr>
<td>DSA</td>
<td>Digital Signature Algorithm</td>
</tr>
<tr>
<td>DSS</td>
<td>Digital Signature Standard</td>
</tr>
<tr>
<td>ECC</td>
<td>The Elliptic Curve Cryptography</td>
</tr>
<tr>
<td>ECDSA</td>
<td>The Elliptic Curve Digital Signature Algorithm</td>
</tr>
<tr>
<td>ECDSAprime192</td>
<td>The ECDSA algorithm on prime integer with the key size of 192 bits</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>FDS</td>
<td>Fraud Detection System</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>FIPS</td>
<td>Federal Information Processing Standards</td>
</tr>
<tr>
<td>FORTRAN</td>
<td>A programming language that is especially suited to the numeric computation and the scientific computing</td>
</tr>
<tr>
<td>GPRS</td>
<td>General Packet Radio Service</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile Communication</td>
</tr>
<tr>
<td>HCI</td>
<td>Human Computer Interaction</td>
</tr>
<tr>
<td>HTTPs</td>
<td>Hypertext Transfer Protocol Secure</td>
</tr>
<tr>
<td>iKP</td>
<td>Internet Keyed Payment Protocols</td>
</tr>
<tr>
<td>IMT-2000</td>
<td>The International Mobile Telecommunications 2000</td>
</tr>
<tr>
<td>Integrity</td>
<td>The information and systems must be guaranteed against corruption by outside parties</td>
</tr>
<tr>
<td>iPhone OS</td>
<td>The operating system developed by Apple Inc. for the iPhone and iPod Touch</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>J2EE</td>
<td>Java 2 Platform, Enterprise Edition</td>
</tr>
<tr>
<td>J2ME</td>
<td>Java 2 Platform, Micro Edition</td>
</tr>
<tr>
<td>JAD</td>
<td>Java Application Descriptor</td>
</tr>
<tr>
<td>JAR</td>
<td>Java ARchive file</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>JASA</td>
<td>A J2ME application-layer security architecture proposed in (Itani &amp; Kayssi, 2004)</td>
</tr>
<tr>
<td>Java EE</td>
<td>Java Platform, Enterprise Edition, which was formerly known as Java 2 Platform, Enterprise Edition (J2ME)</td>
</tr>
<tr>
<td>Java EE</td>
<td>Java Platform, Enterprise Edition</td>
</tr>
<tr>
<td>Java ME</td>
<td>Java Platform, Micro Edition, which was formerly known as Java 2 Platform, Micro Edition (J2ME)</td>
</tr>
<tr>
<td>JCA</td>
<td>Java Cryptography Architecture</td>
</tr>
<tr>
<td>JCE</td>
<td>Java Cryptography Extension</td>
</tr>
<tr>
<td>JCP</td>
<td>Java Community Process</td>
</tr>
<tr>
<td>JSR</td>
<td>Java Specification Request</td>
</tr>
<tr>
<td>JVM</td>
<td>Java Virtual Machine</td>
</tr>
<tr>
<td>KMM</td>
<td>Key Management Module</td>
</tr>
<tr>
<td>KMS</td>
<td>Key Management Server</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>Linux</td>
<td>A Unix-like computer operating system, which can be implemented in the mobile device</td>
</tr>
<tr>
<td>LSM</td>
<td>The lightweight security mechanism proposed by Lam et al. (2003)</td>
</tr>
<tr>
<td>MBP</td>
<td>Mobile Banking Platform</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>MFA</td>
<td>Multi-Factor Authentication</td>
</tr>
<tr>
<td>MIDlet</td>
<td>The MIDP application</td>
</tr>
<tr>
<td>MIDP</td>
<td>Mobile Information Device Profile</td>
</tr>
<tr>
<td>Mobile Device</td>
<td>a handheld devices with functions such as GPRS connectivity, Internet browsing, and basic computational capabilities</td>
</tr>
<tr>
<td>MPN</td>
<td>Mobile Phone Network</td>
</tr>
<tr>
<td>NFC</td>
<td>Near Field Communication</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>Nokia S60</td>
<td>A Symbian OS for Nokia mobile phones</td>
</tr>
<tr>
<td>Non-repudiation</td>
<td>Ensuring that the originator cannot falsely repute or deny a transaction</td>
</tr>
<tr>
<td>Onion Layer Framework</td>
<td>A security framework adopted from Onion Ring Framework (Wei et al., 2006)</td>
</tr>
<tr>
<td>Onion Ring Framework</td>
<td>An m-commerce security framework proposed by Wei et al. (2006)</td>
</tr>
<tr>
<td>Palm</td>
<td>An embedded operating system for PDAs</td>
</tr>
<tr>
<td>PAP</td>
<td>Password Authentication Protocol</td>
</tr>
<tr>
<td>PDAs</td>
<td>Personal Digital Assistants</td>
</tr>
</tbody>
</table>
Pocket PCs: The handheld devices that enable users to store and retrieve e-mail, contacts, appointments, tasks, play multimedia files, games, exchange text messages with Windows Live Messenger (formerly known as MSN Messenger), browse the Web, and more.

POS: Point of Sale

Proguard: An obfuscation software

Public-key Cryptography: The cryptography based on that the sender and the receiver hold the different keys.

RIM: Research In Motion, a Canadian wireless device company.

RMS: Record Management System in MIDP

RSA: The Rivest-Shamir-Adleman algorithm

RTOS: Real-time operating system

SA2pMP: The security architecture for two-party mobile payment

SDK: Software Development Kit

Security Component: A potential secured technology employed in a secured system

Security Map: A security solution analysis mode based on the Onion Layer Framework

SET: Secure Electronic Transaction
<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFA</td>
<td>Single-Factor Authentication</td>
</tr>
<tr>
<td>SHA</td>
<td>The Secure Hash Algorithm</td>
</tr>
<tr>
<td>SHA-1</td>
<td>A Secure Hash Standard</td>
</tr>
<tr>
<td>SM</td>
<td>Security Module</td>
</tr>
<tr>
<td>Smartphone</td>
<td>The powerful, multi-function cell phones that incorporate a number of PDA functionality (Yang, Zheng, &amp; Ni, 2007)</td>
</tr>
<tr>
<td>SMS</td>
<td>Short Messaging Service</td>
</tr>
<tr>
<td>SSL</td>
<td>Secure Sockets Layer</td>
</tr>
<tr>
<td>Symbian</td>
<td>A proprietary operating system for mobile devices</td>
</tr>
<tr>
<td>Symmetric-key Cryptography</td>
<td>The cryptography based on that the same key is shared among the sender and the receiver</td>
</tr>
<tr>
<td>TAP</td>
<td>Third Auditor Party</td>
</tr>
<tr>
<td>TDD/CDMA</td>
<td>Time Division Duplex/Code Division Multiple Access</td>
</tr>
<tr>
<td>The strong authentication</td>
<td>The layered authentication approach relying on two or more authenticators to establish the identity of an originator or receiver of information (The United States Federal Government, 2006)</td>
</tr>
<tr>
<td>TTP</td>
<td>Trusted Third Party</td>
</tr>
<tr>
<td>UIQ</td>
<td>User Interface Quartz</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telephone System</td>
</tr>
<tr>
<td><strong>Unisys Security Index</strong></td>
<td>The Unisys Security Index presents a social indicator regarding how safe consumers feel on key areas of security. Conducted twice a year the Unisys Security Index provides a regular, statistical measure of concerns about four areas of security: national, financial, Internet and the personal safety. (<a href="http://www.unisyssecurityindex.com/">http://www.unisyssecurityindex.com/</a>)</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
</tr>
<tr>
<td>W-CDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
<tr>
<td>WAP</td>
<td>Wireless Application Protocol</td>
</tr>
<tr>
<td>WAR</td>
<td>Web ARchive file</td>
</tr>
<tr>
<td><strong>Windows Mobile</strong></td>
<td>A light version operating system combined with a suite of basic applications for mobile devices based on the Microsoft Win32 API</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WML</td>
<td>Wireless Markup Language</td>
</tr>
</tbody>
</table>
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Appendix

Part of Client Simulation Code

MoBankMIDlet Operating Flow
MoBankMIDlet.java

/*
 * MobSurveyMIDlet.java
 * *
 * Created on 15-Nov-2007, 10:37:54 AM
 * *
 * To change this template, choose Tools | Templates
 * and open the template in the editor.
 */

package com.uleth.mobank;

import com.uleth.mobank.connection.NetConnection;
import java.io.IOException;

import javax.microedition.midlet.*;
import javax.microedition.lcdui.*;
import javax.microedition.util.SimpleCancellableTask;

/**
 * @author zhuyp
 */
public class MoBankMIDlet extends MIDlet implements CommandListener, ItemCommandListener {

    private boolean midletPaused = false;
    //<editor-fold defaultstate="collapsed" desc="Generated Fields ">
    private Alert alert;
    private LoginScreen loginScreen;
    private WaitScreen ds_waitScrn;
    private WaitScreen http_waitScrn;
    private WaitScreen encrypt_waitScrn;
    private Form loginForm;
    private TextField textAccount;
    private TextField textPassword;
    private Form payForm;
    private TextField payAmount;
    private DateField dateFieldPayment;
    private ChoiceGroup groupPayTo;
    private ChoiceGroup groupPayFrom;
    private Form bizForm;
    private ImageItem imageItem;
    private ImageItem imageItem1;
    private ImageItem imageItem2;
    private Form sucForm;
    private ImageItem imageItem_Success;
    private Command exitCommand;
    private Command cancelCommand;
}
private Command okCmdLogin;
private Command okCmd_payForm;
private Command backCmd_payForm;
private Command okCmd_BizForm;
private Command back_biz_Cmd;
private Image image1;
private Image image2;
private Ticker ticker;
private Font font;
private Image image4;
private Image image5;
private Image image3;
private SimpleCancellableTask task;
private SimpleCancellableTask task1;
private SimpleCancellableTask task2;
//@editor-fold}//GEN-END:|fields|0|
private String answer = "S,"; // the answer submitted
private String alert_notes; // the string for alert some error
private static final String CHANNEL1 = "WEB ";
private static final String CHANNEL2 = "HANDHELD ";
NetConnection nc = new NetConnection();

/**
 * @return Returns the alert_notes.
 */
public String getAlert_notes() {
```java
    return alert_notes;
}

/**
   * @param alert_notes The alert_notes to set.
   */
public void setAlert_notes(String alert_notes) {
    this.alert_notes = alert_notes;
}

/**
   * get the String of the answer
   */
private String getAnswer(String title, String subanswer) {
    answer = answer + title + "_" + subanswer + ",";
    System.out.println("answer:" + answer);
    return answer;
}

/**
   * delay some time
   */
private void TimeDelay() {
    for (int i = 0; i < 5000; i++) {
        System.out.println("I love this game");
    }
}
/**
 * HTTP SUBMIT
 */
private void httpSubmit () {

    httpSubmitThread hst = new httpSubmitThread ();
    hst.start ();
}

/**
 * Thread in charge of http submit
 */
private class httpSubmitThread extends Thread {

    public void run () {
        try {

            // http connecting to server with post method
            nc.postViaHttpConnection ();

        } catch (IOException e) {
            e.printStackTrace ();
        }
    }
}
/**
 * The MoBankMIDlet constructor.
 */

public MoBankMIDlet () {
}

/**
 * Initializes the application.
 * It is called only once when the MIDlet is started. The method is called before the startMIDlet method.
 */

private void initialize () {

    // write pre-initialize user code here

    // write post-initialize user code here

}
Method: startMIDlet

```java
public void startMIDlet() {
    // write pre-action user code here
    switchDisplayable(null, getLoginScreen());
    // write post-action user code here
}
```

Method: resumeMIDlet

```java
public void resumeMIDlet() {
    // write pre-action user code here
}
```
public void switchDisplayable (Alert alert, Displayable nextDisplayable) {
    Display display = getDisplay();
    if (alert == null) {
        display.setCurrent(nextDisplayable);
    } else {
    
```
display.setCurrent(alert, nextDisplayable);

System.out.println("Display to:" + display.getCurrent().getTitle());

// write post-switch user code here

// write pre-action user code here

// write pre-action user code here

// write pre-action user code here

// <editor-fold defaultstate="collapsed" desc="Generated Getter: ticker ">//GEN-BEGIN:|14-getter|0|14-preInit
/**
 * Returns an initialized instance of ticker component.
 * @return the initialized component instance
 */
public Ticker getTicker()
{
    if (ticker == null) {
        // write pre-init user code here
        ticker = new Ticker("Welcome to MoBank ");
        // write post-init user code here
    }
    return ticker;
}

// </editor-fold>
public Command getExitCommand () {
    if (exitCommand == null) {
        preInit
        // write pre-init user code here
        exitCommand = new Command("Exit", Command.EXIT, 0);
        // write post-init user code here
    }
    return exitCommand;
}

public Form getLoginForm () {
    if (loginForm == null) {
        preInit
        // write user code here
    }
    return loginForm;
}
// write pre-init user code here

LoginForm = new Form("Bank Login", new Item[] { textAccound, getPassword });

// GEN-1
BEGIN:68–getter|1|68–postInit

LoginForm.setTicker(getTicker());
LoginForm.addCommand(getExitCommand());
LoginForm.addCommand(getOkCmdLogin());
LoginForm.addCommand(getCancelCommand());
LoginForm.setCommandListener(this);

// write post-init user code here

return LoginForm;

// GEN–BEGIN:68–getter|2|

return LoginForm;

// GEN–END:68–getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated Getter: textAccound ">

/**
 * Returns an initialized instance of textAccound component.
 * @return the initialized component instance
 */

public TextField getTextAccound() {
    if (textAccound == null) {
        preInit

        // write pre-init user code here
    }
}

//<editor-fold defaultstate="collapsed" desc="Generated default state="collapsed" desc="Generated

//<editor-fold defaultstate="collapsed" desc="Generated

//<editor-fold defaultstate="collapsed" desc="Generated
textField = new TextField("MoBank Account ID", null, 32, TextField.ANY); //GEN-BEGIN:69-getter
|1|69-postInit

textAccount.setLayout(ImageItem.LAYOUT_CENTER | Item.
.LAYOUT_TOP | Item.LAYOUT_BOTTOM | Item.
LAYOUT_VCENTER); //GEN-END:69-getter|1|69-

postInit

// write post-init user code here
)
//GEN-BEGIN:69-getter|2|

return textAccount ;
}

//<editor-fold>//GEN-END:69-getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated">

Getter: textPassword //GEN-BEGIN:70-getter|0|70-

preInit

/**
 * Returns an initialized instance of textPassword component.
 *
 * @return the initialized component instance
 */

public TextField getTextPassword () {
    if (textPassword == null) {
        //GEN-END:70-getter|0|70-

preInit

    // write pre-init user code here

textPassword = new TextField("MoBank Password ", null ,
, 32, TextField.ANY | TextField.PASSWORD ); //GEN-
BEGIN:|70−getter|1|70−postInit
268
textPassword .setLayout ( ImageItem .LAYOUT_DEFAULT );//
GEN−END:|70−getter|1|70−postInit
269
// write post−init user code here
270}
//GEN−BEGIN:|70−getter|2|
271return textPassword ;
272}
// </editor−fold>//GEN−END:|70−getter|2|
273
//<editor−fold defaultstate="collapsed" desc=" Generated Method: commandAction for Displayables ">
commandAction|0|7−preCommandAction
274
/**
275 * Called by a system to indicated that a command has been invoked on a particular displayable.
277 * @param command the Command that was invoked
278 * @param displayable the Displayable where the command was invoked
280 */
281public void commandAction ( Command command , Displayable displayable ) {
//GEN−END:|7−commandAction|0|7−preCommandAction
282preCommandAction
// write pre−action user code here
283if (displayable == ds_waitScrnn) { //GEN−BEGIN:|7−commandAction|1|161−preAction
284
if (command == WaitScreen .FAILURE_COMMAND ) { //GEN−
END:|7−commandAction|1|161−preAction
284
// write pre-action user code here
switchDisplayable (null, getPayForm ()); //GEN-LINE:|7−commandAction|2|161−postAction
// write post-action user code here
}

} else if (command == WaitScreen .SUCCESS_COMMAND ) {

//GEN-LINE:|7−commandAction|3|160−preAction

// write pre-action user code here
switchDisplayable (null, getEncrypt_waitScr ()); 

//GEN-LINE:|7−commandAction|4|160−postAction

// write post-action user code here
}

} //GEN-BEGIN:|7−commandAction|5|165−preAction

} else if (displayable == encrypt_waitScr ) {

if (command == WaitScreen .FAILURE_COMMAND ) {

END:|7−commandAction|5|165−preAction

// write pre-action user code here
switchDisplayable (null, getPayForm ()); //GEN-LINE:

:|7−commandAction|6|165−postAction

// write post-action user code here
}

} else if (command == WaitScreen .SUCCESS_COMMAND ) {

//GEN-LINE:|7−commandAction|7|164−preAction

// write pre-action user code here
switchDisplayable (null, getHttp_waitScr ()); // GEN-LINE:

GEN-LINE:|7−commandAction|8|164−postAction

// write post-action user code here
}

} //GEN-BEGIN:|7−commandAction|9|150−preAction

} else if (displayable == http_waitScr ) {

} else if (command == WaitScreen .SUCCESS_COMMAND ) {

//GEN-LINE:|7−commandAction|10|150−preAction

// write pre-action user code here
}
if (command == WaitScreen.FAIlURE_COMMAND) 
  // write pre-action user code here
  switchDisplayable (null, getPayForm());
  // write post-action user code here

else if (command == WaitScreen.SUCCESS_COMMAND) 
  // write pre-action user code here
  switchDisplayable (null, getSucForm());
  // write post-action user code here

} //GEN-BEGIN:

else if (displayable == loginForm) 
  if (command == cancelCommand) 
    commandAction|13|77—preAction
    // write pre-action user code here

  // write post-action user code here

} else if (command == exitCommand) 
  commandAction|15|73—preAction
  // write pre-action user code here

// write post-action user code here

} else if (command == okCmdLogin) 
  commandAction|17|75—preAction
// write pre-action user code here

// GEN-LINE:|7−commandAction|18|75−postAction

// write post-action user code here

} // GEN-BEGIN:|7−commandAction|19|135−preAction

} else if (displayable == loginScreen ) {

    if (command == LoginScreen.LOGIN_COMMAND ) { //GEN-END

        // write pre-action user code here

        switchDisplayable (null, getBizForm ()); //GEN-LINE

        // write post-action user code here

    } // GEN-BEGIN:|7−commandAction|19|135−preAction

    // write pre-action user code here

    switchDisplayable (null, getBizForm ()); //GEN-LINE

    // write post-action user code here

} // GEN-BEGIN:|7−commandAction|21|84−preAction

} else if (displayable == payForm ) {

    if (command == backCmd_payForm ) { //GEN-END:|7−

        commandAction|21|84−preAction

        // write pre-action user code here

        switchDisplayable (null, getBizForm ()); //GEN-LINE

        // write post-action user code here

    } else if (command == okCmd_payForm ) { //GEN-LINE:|7−

        commandAction|23|86−preAction

        // write pre-action user code here

        switchDisplayable (null, getDs_waitScrn ()); //GEN−

        LINE:|7−commandAction|24|86−postAction

        // write post-action user code here

    } // GEN-BEGIN:|7−commandAction|25|117−preAction

} else if (displayable == sucForm ) {

} // GEN-END:|7−commandAction|135−postAction
if (command == back_biz_Cmd ) { //GEN-END:[7− }

commandAction|25|117−preAction

// write pre-action user code here

switchDisplayable (null, getBizForm () ); //GEN-LINE :|7−commandAction|26|117−postAction

// write post-action user code here

} //GEN-BEGIN:[7−commandAction|27|7−postCommandAction

} //GEN-END:[7−commandAction|27|7−postCommandAction

// write post-action user code here

} //GEN-BEGIN:[7−commandAction|28|

// </editor-fold> //GEN-BEGIN:[7−commandAction|28|

// </editor-fold defaultstate="collapsed" desc="" Generated >

Getter: okCmdLogin " //GEN-BEGIN:[74−getter|0|74−preInit

/**
 * Returns an initialized instance of okCmdLogin component.
 * @return the initialized component instance
 */

public Command getOkCmdLogin () {

    if (okCmdLogin == null) { //GEN-END:[74−getter|0|74− }

        preInit

        // write pre-init user code here

        okCmdLogin = new Command ("Ok", Command .OK , 0); //GEN−

        LINE:|74−getter|1|74−postInit

        // write post-init user code here

    } //GEN-BEGIN:[74−getter|2|

    return okCmdLogin ;

}
public Command getCancelCommand () {
    if (cancelCommand == null) {
        // write pre-init user code here
        cancelCommand = new Command("Cancel ", Command.CANCEL , 0);  // write post-init user code here
    } // write post-init user code here

    return cancelCommand;
}

//<editor-fold defaultstate="collapsed" desc="Generated Getter: cancelCommand ">
preInit
/**
 * Returns an initialized instance of cancelCommand component.
 * @return the initialized component instance
 */

public Command getCancelCommand () {
    if (cancelCommand == null) {
        // write pre-init user code here
        cancelCommand = new Command("Cancel ", Command.CANCEL , 0);  // write post-init user code here
    } // write post-init user code here

    return cancelCommand;
}

//<editor-fold defaultstate="collapsed" desc="Generated Getter: payForm ">
preInit
/**
 * Returns an initialized instance of payForm component.
 * @return the initialized component instance
 */
public Form getPayForm () {
    if (payForm == null) { // write pre-init user code here
        // GEN-END:82-getter|0|82-preInit
        payForm = new Form("Money Transfer ", new Item [] {
            getGroupPayto (), getGroupPayFrom (), getPayAmount ()
        }, getDateFieldPayment () ); // GEN-BEGIN:82-getter|1|82-postInit
        payForm .addCommand (getBackCmd_payForm () );
        payForm .addCommand (getOkCmd_payForm () );
        payForm .setCommandListener (this); // GEN-END:82-postInit
        // write post-init user code here
    } // GEN-BEGIN:82-getter|2|
    return payForm ;
}
// </editor-fold> // GEN-END:82-getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated >
    Getter: groupPayto ">// GEN-BEGIN:88-getter|0|88-preInit
    /**
     * Returns an initialized instance of groupPayto component.
     * @return the initialized component instance
     */
    public ChoiceGroup getGroupPayto () {
        if (groupPayto == null) { // GEN-END:88-getter|0|88-preInit
            preInit
            // write pre-init user code here
        }
groupPayto = new ChoiceGroup ("Pay To", Choice.POPUP) ;

// GEN-BEGIN:88-getter|1|88-postInit

groupPayto.append ("VISA123456789 ", null);

// GEN-BEGIN:88-getter|1|88-postInit

// write post-init user code here

return groupPayto ;

// </editor-fold>//GEN-END:88-getter|2|

public ChoiceGroup getGroupPayFrom () {

    if (groupPayFrom == null) {

        // write pre-init user code here

    }
}

//<editor-fold defaultstate="collapsed" desc="Generated Getter: groupPayFrom ">

// </editor-fold>

/ **
 *
 * Returns an initialized instance of groupPayFrom component .
 *
 * @return the initialized component instance
 */

/*

public ChoiceGroup getGroupPayFrom () {

    if (groupPayFrom == null) {

        // write pre-init user code here

    }

*/
groupPayFrom = new ChoiceGroup("Pay From", Choice.EXCLUSIVE);

// write post-init user code here
}

return groupPayFrom;

// */

public DateField getDateFieldPayment() {
    if (dateFieldPayment == null) {
        // write pre-init user code here
        dateFieldPayment = new DateField("Payment Date",
            DateField.DATE, java.util.TimeZone.getTimeZone("")
    }
}
postInit

dateFieldPayment .setDate (new java .util .Date (System .currentTimeMillis () );

postInit

// write post-init user code here
}

return dateFieldPayment ;

// </editor-fold>

public Command getBackCmd_payForm () {

if (backCmd_payForm == null) {

backCmd_payForm = new Command ("Exit ", Command .BACK , 0 );

// write post-init user code here

} //GEN-BEGIN:83−getter|2|
public Command getOkCmd_payForm() {
    if (okCmd_payForm == null) {
        okCmd_payForm = new Command("Ok", Command.OK, 0);
        GEN-LINE:85-getter|1|85-postInit

        return okCmd_payForm;
    }
}

return backCmd_payForm;

Getters:

Getter: okCmd_payForm

preInit

/**
 * Returns an initialized instance of okCmd_payForm
 * @return the initialized component instance
 */

public Command getBizForm() {

    return bizForm;
}

Getters:

Getter: bizForm
* Returns an initialized instance of bizForm component.

* @return the initialized component instance

*/

public Form getBizForm () {
    if (bizForm == null) {
        // write pre-init user code here
        bizForm = new Form("Business List ", new Item [] {
           getImageItem (), getImageItem1 (), getImageItem2 ()
        });
        // write post-init user code here
    }
    return bizForm ;
}

// </editor-fold>

public Command getOkCmd_BizForm () {
    if (okCmd_BizForm == null) {
        // preInit
    }
    /*
     * Returns an initialized instance of okCmd_BizForm component.
     * @return the initialized component instance
     */

// write pre-init user code here

okCmd_BizForm = new Command("Ok", Command.OK, 0); //
GEN-LINE::|101−getter|1|101−postInit

// write post-init user code here
}
//GEN-BEGIN::|101−getter|2|

return okCmd_BizForm;

} //GEN-BEGIN::|101−getter|2|

GEN-BEGIN::|104−getter|0|104−preInit

/**
 * Returns an initialized instance of sucForm component.
 * @return the initialized component instance
 */

public Form getSucForm() {
    if (sucForm == null) {
        // write pre-init user code here

        sucForm = new Form("Transaction Success ", new Item[] {
            { getImageItem_Success () }); //GEN-BEGIN::|104−getter|1|104−postInit

        sucForm .addCommand (getBack_biz_Cmd () );
        sucForm .setCommandListener (this); //GEN-END::|104−getter|1|104−postInit

        // write post-init user code here

    } //GEN-BEGIN::|104−getter|2|
public Command getBack_biz_Cmd() {
    if (back_biz_Cmd == null) {
        // write pre-init user code here
        back_biz_Cmd = new Command("Back", Command.BACK, 0);
        // write post-init user code here
    }
    return back_biz_Cmd;
}

/**
 * Returns an initialized instance of back_biz_Cmd component.
 * @return the initialized component instance
 */
public Alert getAlert () {
    if (alert == null) {
        // write pre-init user code here
        alert = new Alert("alert ", "The Transaction is failed! Please consult with your admin!",
            getImage4 (), null); //GEN-BEGIN:|131-getter|1|131->
        postInit
        alert .setTimeout (Alert .FOREVER ); //GEN-END:|131->
        gette r|1|131-postInit
        // write post-init user code here
    } //GEN-BEGIN:|131-getter|2|
    return alert ;
}

// </editor-fold >/GEN-END:|131-getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated Getter: loginScreen ">/GEN-BEGIN:|133-getter|0|133->
    preInit

/**
 * Returns an initialized instance of loginScreen component.
 * @return the initialized component instance
 */

public LoginScreen getLoginScreen () {
    if (loginScreen == null) {
        preInit
        // write pre-init user code here
loginScreen = new LoginScreen (getDisplay () ); //GEN-END

BEGIN:Getter|1|33–postInit
loginScreen .setLabelTexts ("MoBank ID", "Password ");
loginScreen .setTitle ("Login MoBank ");
loginScreen .setTicker (getTicker ());
loginScreen .addCommand (LoginScreen .LOGIN_COMMAND );
loginScreen .setCommandListener (this);
loginScreen .setBGColor (−3355444);
loginScreen .setFGColor (0);
loginScreen .setUseLoginButton (true);
loginScreen .setLoginButtonText ("Login "); //GEN-BEGIN

// write post-init user code here
}

return loginScreen ;
}

// </editor-fold>//GEN-END:|1|33–getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated">

/**
 * Returns an initialized instance of ImageItem component.
 * @return the initialized component instance
 */

public ImageItem getImageItem () {
    if (imageItem == null) { //GEN-END:|138–getter|0|138–
        preInit
        // write pre-init user code here

    }
```java
imageItem = new ImageItem("Statement ", getimage1(),
ImageItem.LAYOUT_DEFAULT, "Balance Statement ");//

// write post-init user code here
}

return imageItem;

public Image getimage1() {
    if (image1 == null) {
        // write pre-init user code here
        try {
            // GEN-BEGIN:138-getter|2|138-postInit
            IOException
            image1 = Image.createImage("/bs.png");
        } catch (java.io.IOException e) {
            // GEN-END:138-getter|0|138-preInit
            e.printStackTrace();
        }
    } // GEN- LINE:|138-getter|1|138-postInit

    // write post-init user code here
}
```
return image1;
}
// </editor-fold>//GEN-END:|139−getter|3|

//<editor-fold defaultstate="collapsed" desc="Generated Getter: imageItem1 "}//GEN-BEGIN:|141−getter|0|141−>
preInit
/**
 * Returns an initialized instance of imageItem1 component.
 * @return the initialized component instance
 */
public ImageItem getImageItem1 () {
    if (imageItem1 == null) {
        // write pre-init user code here
        imageItem1 = new ImageItem("Transfer ", getImage2 (),
                                      ImageItem.LAYOUT_DEFAULT, "Money Transfer ", Item.
                                      PLAIN); //GEN-BEGIN:|141−getter|1|141−>postInit
        imageItem1.addCommand (getOkCmd_BizForm ());
        imageItem1.setItemCommandListener (this);
        imageItem1.setDefaultCommand (getOkCmd_BizForm ());// >
        GEN-END:|141−getter|1|141−>postInit
        // write post-init user code here
    } //GEN-BEGIN:|141−getter|2|
    return imageItem1 ;
}
// </editor-fold>//GEN-END:|141−getter|2|
public ImageItem getImageItem2() {
    if (imageItem2 == null) {
        // write pre-init user code here
        imageItem2 = new ImageItem ("Payment ", getImage3 (), 
            ImageItem .LAYOUT_DEFAULT , "<Missing Image>");
        // write-line user code here
    } // GEN-BEGIN:143-getter2
    return imageItem2 ;
} // GEN-END:143-getter2
public Image getImage2 () {
    if (image2 == null) { //GEN-END:|142-getter|0|142-preInit
        // write pre-init user code here
        try { //GEN-BEGIN:|142-getter|1|142-@java.io.IOException
            IOException
            image2 = Image.createImage("/mt.png");
        } catch (java.io.IOException e) { //GEN-END:|142-getter|1|142-@java.io.IOException
            e.printStackTrace();
        } //GEN-LINE:|142-getter|2|142-postInit
        // write post-init user code here
    } //GEN-BEGIN:|142-getter|3|
    return image2;
}
//</editor-fold>//GEN-END:|142-getter|3|

//<editor-fold defaultstate="collapsed" desc="Generated Getter: image3">//GEN-BEGIN:|144-getter|0|144-preInit
/**
 * Returns an initialized instance of image3 component.
 * @return the initialized component instance
 */
public Image getImage3 () {
    if (image3 == null) { //GEN-END:|144-getter|0|144-preInit
        // write pre-init user code here
        try { //GEN-BEGIN:|144-getter|1|144-@java.io.IOException
            IOException
        }
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image3 = Image.createImage("/pm.png");

} catch (java.io.IOException e) { //GEN-END:144-

getter1144-@java.io.IOException
e.printStackTrace();
} //GEN-LINE:144-getter2144-postInit

// write post-init user code here

} //GEN-BEGIN:144-getter3|
return image3;

} //</editor-fold>//GEN-END:144-getter3|

//<editor-fold defaultstate="collapsed" desc="Generated Method: commandAction for Items ">

itemCommandAction|0|8-preItemCommandAction

/**
 * Called by a system to indicated that a command has been invoked on a particular item.
 * @param command the Command that was invoked
 * @param displayable the Item where the command was invoked
 */

public void commandAction (Command command , Item item) { //GEN-

-ENTRY:8-itemCommandAction|0|8-preItemCommandAction

// write pre-action user code here

if (item == imageItem1) { //GEN-BEGIN:8-

itemCommandAction|1|146-preAction

if (command == okCmd_BizForm ) { //GEN-END:8-

itemCommandAction|1|146-preAction

```
// write pre-action user code here

switchDisplayable (null, getPayForm () );

// write post-action user code here

} //GEN-BEGIN:8-itemCommandAction|3|8→

postItemCommandAction

} //GEN-END:8-itemCommandAction|3|8→

postItemCommandAction

// write post-action user code here

} //GEN-BEGIN:8-itemCommandAction|4|

// </editor-fold> //GEN-END:8-itemCommandAction|4|

//<editor-fold defaultstate="collapsed" desc="" Generated >

Getter: http_waitScrn ” //GEN-BEGIN:148-getter|0|148→

preInit

/**

* Returns an initialized instance of http_waitScrn component.

* @return the initialized component instance

*/

public WaitScreen getHttp_waitScrn () {

    if (http_waitScrn == null) { //GEN-END:148-getter|0|148→

        preInit

        // write pre-init user code here

        http_waitScrn = new WaitScreen (getDisplay ()); //GEN→

BEGIN:148-getter|1|148→postInit

http_waitScrn .setTitle ("Processing ");
http_waitScrn .setCommandListener (this);
http_waitScrn .setFullScreenMode (true);
http_waitScrn .setImage (getImage4 ());
http_waitScrn .setText ("Transaction processing ... 
... ");
http_waitScrn .setTextFont (getFont ());
http_waitScrn .setTask (getTask ());

// write post-init user code here
}
return http_waitScrn ;

/*
 * Returns an initialized instance of task component.
 * @return the initialized component instance
 */

public SimpleCancellableTask getTask () {
    if (task == null) {
        // write pre-init user code here
        task = new SimpleCancellableTask ();
        task .setExecutable (new org.netbeans.microedition.util.Executable ());

    } //GEN-BEGIN:|151-getter|1|151-preInit

    // write post-init user code here
    return http_waitScrn ;
}
//GEN-END:|148-getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated Getter: task ">
    /*
     * @return the initialized component instance
     */
    public SimpleCancellableTask getTask () {
        if (task == null) {
            // write pre-init user code here
            task = new SimpleCancellableTask ();
            task .setExecutable (new org.netbeans.microedition.util.Executable ());
        } //GEN-BEGIN:|151-getter|0|151-preInit

        // write post-init user code here
        return http_waitScrn ;
    }
//GEN-END:|148-getter|2|

//<editor-fold defaultstate="collapsed" desc="Generated Getter: task ">
    /*
     * @return the initialized component instance
     */
    public SimpleCancellableTask getTask () {
        if (task == null) {
            // write pre-init user code here
            task = new SimpleCancellableTask ();
            task .setExecutable (new org.netbeans.microedition.util.Executable ());
        } //GEN-BEGIN:|151-getter|0|151-preInit

        // write post-init user code here
        return http_waitScrn ;
    }
//GEN-END:|148-getter|2|
public void execute () throws Exception { //GEN-BEGIN:|151-getter|1|151-execute
    // write task-execution user code here
    
    TimeDelay ();
    
    // httpSubmit();
    
} //GEN-BEGIN:|151-getter|2|151-postInit
    } //GEN-END:|151-getter|2|151-postInit
    // write post-init user code here
    } //GEN-BEGIN:|151-getter|3
    return task ;
    }
    //</editor-fold>//GEN-END:|151-getter|3
    
    //<editor-fold defaultstate="collapsed" desc="Generated Getter: font ">//GEN-BEGIN:|155-getter|0|155-preInit
    /**
     * Returns an initialized instance of font component.
     * @return the initialized component instance
     */
    public Font getFont () {
        if (font == null) { //GEN-END:|155-getter|0|155-preInit
            // write pre-init user code here
            font = Font.getFont (Font.FACE_SYSTEM , Font.STYLE_BOLD | Font.STYLE_ITALIC , Font.SIZE_LARGE );
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// write post-init user code here
}

return font;
}

// <editor-fold >/GEN-END:155 - getter 2 |

/* *
 * Returns an initialized instance of image4 component.
 * @return the initialized component instance
 */

public Image getImage4() {

if (image4 == null) { // write pre-init user code here

try { //GEN-BEGIN:156 - getter 1 |156 - @java.io.IOException

image4 = Image.createImage("/processing.png");

} catch (java.io.IOException e) { //GEN-END:156 -

getter|1|156 - @java.io.IOException

e.printStackTrace();

} //GEN-LINE:156 - getter 2 |156 - postInit

// write post-init user code here
}

return image4;
}
/**
 * Returns an initialized instance of imageItem_Success component.
 * @return the initialized component instance
 */

public ImageItem getImageItem_Success() {
    if (imageItem_Success == null) {
        // write pre-init user code here
        imageItem_Success = new ImageItem("Congratulations! Transaction is succeeded!", getImage5(),
            ImageItem.LAYOUT_CENTER | Item.LAYOUT_BOTTOM | Item.LAYOUT_VCENTER | Item.LAYOUT_SHRINK | Item.LAYOUT_VSHRINK | Item.LAYOUT_EXPAND | Item.LAYOUT_VEXPAND, "Transaction is succeed!", Item.
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        // write post-init user code here
        }
        return imageItem_Success;
    }

    // </editor-fold>
//<editor-fold defaultstate="collapsed" desc="Generated ">

Getter: image5

<GEN-BEGIN:|158−getter|0|158−preInit

/**
 * Returns an initialized instance of image5 component.
 * @return the initialized component instance
 */

public Image getImage5() {
    if (image5 == null) {
        // write pre-init user code here
        try {
            //GEN-BEGIN:|158−getter|1|158−@java.io.IOException
            image5 = Image.createImage("/success.png");
        } catch (java.io.IOException e) {
            //GEN-END:|158−
            //GEN-LINE:|158−getter|2|158−postInit
            e.printStackTrace();
        }
        // write post-init user code here
    }
    //GEN-BEGIN:|158−getter|3|
    return image5;
}

//</editor-fold>

//<editor-fold defaultstate="collapsed" desc="Generated ">

Getter: ds_waitScr

<GEN-BEGIN:|159−getter|0|159−preInit

/**
 * Returns an initialized instance of ds_waitScr component.
 */

//</editor-fold>
* @return the initialized component instance
*/

public WaitScreen getDs_waitScrn() {
    if (ds_waitScrn == null) {
        // write pre-init user code here
        ds_waitScrn = new WaitScreen (getDisplay ());

        BEGIN:159-getter|1|159-postInit
        ds_waitScrn .setTitle ("Signing Digital Signature ");
        ds_waitScrn .setCommandListener (this);
        ds_waitScrn .setFullScreenMode (true);
        ds_waitScrn .setImage (getImage4 ());
        ds_waitScrn .setText ("Signing Digital Signature ...");
        ds_waitScrn .setTextFont (getFont ());
        ds_waitScrn .setTask (getTask1 ());
        getter|1|159-postInit

        // write post-init user code here
    }
    return ds_waitScrn;
}
* @return the initialized component instance
*/

public SimpleCancellableTask getTask1 () {
    if (task1 == null) {
        // write pre-init user code here
        task1 = new SimpleCancellableTask ();
        // write task execution user code here
        task1.setExecutable (new org.netbeans.microedition.util.Executable () {
            public void execute () throws Exception {
                // write post-init user code here
                return task1;
            }
        });
        // write post-init user code here
    }
    // write pre-init user code here
    return task1;
} // </editor-fold>

//<editor-fold defaultstate="collapsed" desc="Generated">
    Getter: encrypt_waitScr
</editor-fold>
* Returns an initialized instance of `encrypt_waitScr` component.

* @return the initialized component instance

```java
public WaitScreen getEncrypt_waitScr() {
    if (encrypt_waitScr == null) {
        // write pre-init user code here
        encrypt_waitScr = new WaitScreen (getDisplay());
        // GEN-BEGIN:|163-getter|1|163-postInit
        encrypt_waitScr .setTitle ("Encrypting Data");
        encrypt_waitScr .setCommandListener (this);
        encrypt_waitScr .setFullScreenMode (true);
        encrypt_waitScr .setImage (getImage4 ());
        encrypt_waitScr .setText ("Encrypting ... ... ");
        encrypt_waitScr .setTextFont (getFont ());
        encrypt_waitScr .setTask (getTask2 ());
        // write post-init user code here
    }
    // GEN-BEGIN:|163-getter|2|
    return encrypt_waitScr ;
}
```

/**
*/
public SimpleCancellableTask getTask2() {
    if (task2 == null) {
        // write pre-init user code here
        task2 = new SimpleCancellableTask();
        task2.setExecutable("");
        util.Executable();
        public void execute() throws Exception {
            // write task-execution user code here
            TimeDelay();
        }
    } // write post-init user code here
    return task2;
} // </editor-fold>
* @return the initialized component instance
*/

public TextField getPayAmount() {
    if (payAmount == null) { //GEN-END:|172-getter|0|172-
        preInit
        // write pre-init user code here
        payAmount = new TextField("Pay Amount (USD)", null, 32, TextField.DECIMAL); //GEN-BEGIN:|172-getter
        |1|172-postInit
        payAmount.setPreferredSize(-1, -1); //GEN-END:|172-getter
        getter|1|172-postInit
        // write post-init user code here
    } //GEN-BEGIN:|172-getter|2|
    return payAmount;
}

//</editor-fold>//GEN-END:|172-getter|2|

/**
 * @return the display instance.
 * @return the display instance.
 */

public Display getDisplay() {
    return Display.getDisplay(this);
}

/**
 * Exits MIDlet.
 */
```java
public void exitMIDlet () {
    switchDisplayable (null, null);
    destroyApp (true);
    notifyDestroyed ();
}

/**
 * Called when MIDlet is started.
 * Checks whether the MIDlet have been already started and initializes/starts or resumes the MIDlet.
 */
public void startApp () {
    if (midletPaused ) {
        resumeMIDlet ();
    } else {
        initialize ();
        startMIDlet ();
    }
    midletPaused = false;
}

/**
 * Called when MIDlet is paused.
 */
public void pauseApp () {
    midletPaused = true;
}
```
/**
 * Called to signal the MIDlet to terminate.
 * @param unconditional if true, then the MIDlet has to be unconditionally terminated and all resources has to be released.
 */

public void destroyApp (boolean unconditional ) {
}
}
NetConnection.java

package com.uleth.mobank.connection;

import java.io.DataInputStream;
import java.io.DataOutputStream;
import java.io.IOException;
import javax.microedition.io.Connector;
import javax.microedition.io.HttpConnection;

/**
 * To change this template, choose Tools | Templates
 * and open the template in the editor.
 */

public class NetConnection {

    private String answer = "S,"; // the answer submitted

    private static final String URL = "http://localhost:8080/" +
        MobileBankServer + "PortalDataServlet";
/**
 * HTTP CONNECTION TO SERVER
 */

public void postViaHttpConnection() throws IOException {
    HttpConnection http = null;
    DataOutputStream dos = null;
    DataInputStream dis = null;
    int rc;

    String url = URL;
    String rawData = "answer =" + answer;
    url = url + rawData;
    System.out.println("url:");

    try {
        http = (HttpConnection) Connector.open(url);

        // Set the request method and headers
        http.setRequestMethod(HttpConnection.POST);
        http.setRequestProperty("User-Agent", "Profile / MIDP -2.0 Configuration / CLDC -1.1");
        http.setRequestProperty("Content-Language", "UTF-8");
        http.setRequestProperty("Content-Length", String.valueOf(rawData.length()));
    } catch (IOException e) {
        System.err.println("Error opening connection: ", e.getMessage());
    } finally {
        try {
            if (http != null) http.disconnect();
            if (dos != null) dos.close();
            if (dis != null) dis.close();
        } catch (IOException e) {
            System.err.println("Error closing resources: ", e.getMessage());
        }
    }
}
// Getting the output stream may flush the headers
dos = http.openDataOutputStream();
dos.write(rawData.getBytes());

// Getting the response code will open the connection,
// send the request, and read the HTTP response headers.
// The headers are stored until requested.
rc = http.getResponseCode();
if (rc != HttpConnection.HTTP_OK) {
    throw new IOException("HTTP response code: " + rc);
} else {

    System.out.println("dis before ");

    dis = http.openDataInputStream();
    String resNotes = dis.readUTF();
    System.out.println("dis");
    // this.getSuccessForm().deleteAll();
    System.out.println("deleteAll ");
    System.out.println("resNotes:" + resNotes);
    // this.getSuccessForm().append(resNotes);

    System.out.println("HTTP DONE ");
}
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} catch (ClassCastException e) {
    throw new IllegalArgumentException("Not an HTTP URL");
} finally {
    if (dis != null) {
        dis.close();
    }
    if (dos != null) {
        dos.close();
    }
    if (http != null) {
        http.close();
    }
}
```
Part of Security API Code

**ECDSAPrime192Signature**

```java
package org.yunpu.crypto.ecdsa;

/**
 * @author zhuyp
 * ECDSA Digital Signature over Prime curve with 192-bit key size
 */

public class ECDSAPrime192Signature
```

```bash
package org.yunpu.crypto.ecdsa;

import java.io.IOException;
import java.io.InputStream;
import java.math.BigInteger;
import java.security.SecureRandom;
import org.bouncycastle.asn1.x9.X962NamedCurves;

```
import org.bouncycastle.asn1.x9.X9ECParameters;
import org.bouncycastle.crypto.AsymmetricCipherKeyPair;
import org.bouncycastle.crypto.digests.SHA1Digest;
import org.bouncycastle.crypto.generators.ECKeyPairGenerator;
import org.bouncycastle.crypto.params.ECDomainParameters;
import org.bouncycastle.crypto.params.ECKeyGenerationParameters;
import org.bouncycastle.crypto.params.ECPrivateKeyParameters;
import org.bouncycastle.crypto.params.ECPublicKeyParameters;
import org.bouncycastle.crypto.params.ParametersWithRandom;
import org.bouncycastle.crypto.signers.ECDSASigner;
import org.yunpu.crypto.util.InputUtils;

/**
 * @author zhuyp
 * ECDSA Digital Signature over Prime curve with 192-bit key size
 */
public class ECDSAPrime192Signature {
    private ECDomainParameters params;
    private ECPrivateKeyParameters privateKey;
    private ECPublicKeyParameters publicKey;
    private SecureRandom random = new SecureRandom();
    private ParametersWithRandom privateKeyWithRandom;
    private byte[] plainText;
    private BigInteger r;
private BigInteger s;
private ECDSASigner signer = new ECDSASigner();
private SHA1Digest digest = new SHA1Digest();

public ECDSAPrime192Signature () {
}

/**
 * @param KeyDepositLocation
 */
private void ECDSAPrime192GenerateKey (String KeyDepositLocation)
{
}

/**
 * @param strPlain_Text
 * @return a digital signature
 * @throws java.lang.Exception
 */
private BigInteger [] ECDSAPrime192Sign (String strPlain_Text),
    throws Exception {
private boolean ECDSAPrime192Verify (String strPlain_Text) throws Exception {
    // Transfer data information to a String based plain text
    String get_PLAIN_TEXT () { return strPlain_Text; }
}
AES256Crypto

package org.yunpu.crypto.aes;
/**
 * @author zhuyp
 * AES256Crypto is to realize AES cryptography algorithm with key size
 * of 256-bit
 */

public class AES256Crypto

/ **
 * AES256Crypto is to realize AES cryptography algorithm with key size
 * of 256-bit
 */

package org.yunpu.crypto.aes;

import java.io.IOException;
import java.io.InputStream;
import java.security.SecureRandom;

import org.bouncycastle.crypto.BufferedBlockCipher;
import org.bouncycastle.crypto.engines.AESFastEngine;
import org.bouncycastle.crypto.modes.CBCBlockCipher;
** import org.bouncycastle.cryptopaddings;

** import org.bouncycastle.cryptoparams.KeyParameter;

** import org.bouncycastle.cryptoparams.ParametersWithIV;

/**
 * @author zhuyp
 * AES256Crypto is to realize AES cryptography algorithm with key size
 * of 256-bit
 */

public class AES256Crypto {

    private byte[] key = new byte[32];

    private byte[] iv = new byte[16];

    private byte[] plainText = Plaintext.PLAIN_TEXT.getBytes();

    private byte[] cipherText;

    private BufferedBlockCipher cipher = new PaddedBufferedBlockCipher (new CBCBlockCipher (new AESFastEngine ())) ;

    private ParametersWithIV piv ;
private SecureRandom random = new SecureRandom();

public AES256Crypto () {
}

/**
 * generate encrypt/decrypt key, store it at KeyDepositLocation
 * @param byteKey
 * @param KeyDepositLocation
 */
private void AES256GenerateKey (Byte[] byteKey, String KeyDepositLocation) {
}

/**
 * encrypt Plaintext with byteKey
 * @param Plaintext
 * @param byteKey
 * @throws java.lang.Exception
 */
private Byte[] AES256Encrypt (Byte[] Plaintext, Byte[] byteKey) throws Exception {

private byte[] AES256Decrypt (Byte[] CipherText, Byte[] byteKey) throws Exception {

}