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ABSTRACT

Solution state NMR of 'H, '°F and 3'P of poly[bis(trifluoroethoxy)] (PBFP) in THEF-
d8 were acquired to study the polymer morphology in the solution state. Solid state high
resolution 'H, "F and *'P MAS DP NMR spectra were studied using a deconvolution
method to understand how each component proportion varies with synthetic approach and
processing methods, such as solvent casting, heat cycling, and inclusion of inorganic nano-
patticles.

The '°F and *'P NMR relaxation time data were acquired at an MAS spinning rate of
10 kHz, over a temperature range from 20 to 80 °C for samples PBFP, annealed PBEP, NC
5% and annealed NC 5%. The ""F NMR spectra were deconvolved using a three-
component model for samples PBFP and NC 5% and a four-component model for samples
annealed PBFP and annealed NC 5% from 20 to 40 °C. A four-component model was used
for all four samples at high temperature range, from 50-80 °C. The 3'P NMR spectra were
deconvolved using a four-component model for all four samples from 20 to 40 °C. A five-
component model was applied to all four samples over 50 to 80 °C. The models were
established and adjusted to be consistent for all the relaxation arrays over their
corresponding temperature ranges,

The relaxation time constants of each component were analyzed and compared
between samples and temperatures. All 3'P T constants decrease with increasing
temperature and their T, values increase, indicating the polymer backbone is in the slow
motion regime. For any particular component, the anncaled PBFP always has the largest
Ty, the annealed NC 5% has the second longest T, followed by the PBEP and NC 5% has

the shortest T, suggesting that annealing increases the crystallite size and thus slows the
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motion of the backbone; the filling of nano-TiO2 suppresses the growth of the crystallites
and enhances the motion of the polymer backbone. The "°F Ty values increase with
temperature and their T also increase with temperature, suggesting the polymer sidechain
is in the slow motion regime. For any particular component, the NC 5% always has the
largest Tt and the PBFP has the second largest Ty, followed by the annealed NC 5% and
annealed PBFP has the shortest Ty; indicating that annealing increases the crystallite size
and thus slows the motion of the polymer sidechains; the nano-TiO2 suppresses the growth
of the crystallite and enhances the motion of the polymer sidechain, similar effects as what
are observed for polymer backbone,

The 'H to *'P and '°F to *'P NMR cross polarization results at 20 °C for all four
samples, indicated that there are two CP curves for 'H to *'P. One has a much faster
building up and decay rate than the other. Only one CP curve for '°F to *'P CP was observed.
This suggests that the protons from the middle of the polymer sidechains are more sensitive
to the motion of the polymer backbone than the fluorines near the terminal of the sidechains.

The model for 3'P is further refined based on the CP curves and the relaxation data and

could be correlated to different phases of the polymer.



ACKNOWLEDGEMENTS

I would like to express my deepest appreciation and sincerest gratitude to my
supervisor, Professor Paul Hazendonk for giving the chance to study for my master degree.
It has been truly memorable and educative being a member of his research group. His wide
knowledge and inspiration have been of great value for me. [ am also extremely grateful
for the freedom he gave me to try out new ways, for the incredible amount of patience he
had with me, and for the untiring help during my difficult moments,

This work could not have been done without the expert technical support provided
by Prof. Paul G. Hayes for his kind assistance in polymer synthesis and helpful discussions
and to all members of the Paul Hayes’s lab, [ want to thank for their assistance. [ must give
a special thanks to Tony Motina, for offering an excellent instrument supervision and
technique help with nuclei magnetic resonance spectrometer. I also have had the pleasure
of working with a number of knowledgeable members in our group for their useful
discussions and assistance in carrying out rescarch work, I would like to express my warm
thanks to Dr, Paul Singh Sidhu for his advices and help. Last but not least, I would like to

thank my family and all my friends for their support and patience.

VI



TABLE O¥ CONTENTS

ABSTRACT ...ocvveens sassais N

ACKNOWLEDGEMENTS wiiiueninanmmsnsamnenarissresnens
LIST OF TABLES.....coinuviemissessinsiser w X1V
INTRODUCTION PART ... e o sl
CHAPTER 1, SOLID-STATE NUCLEAR MAGNETIC RESONANCE i 1
1.1 Historical:and IntroduetioN . uiissisisisasnsmminsisiaisiiiasiineiissiisissioy ssisssearssssiivaiorossss ssetsn Visssaaiei 1
LI 1 History and INtrOauCHON i iasssvssssisivsisssrrsivicivossrasinssnsissmsssseivsiosns irvaE e
1.1.2 Zeeman interaction ............
[.1.3 NMR and energy level.......
1.1.4 Spectrum .......ccoe. T
1.1.5 The vector model .....cccvuerisascssssressions T e o e e 9
1;1.6: Liarmor fYequeney sinsiinasnnsarsissensisismins R e RS S S  aveavsiava T TR e 10
117 PID and QeteCtioN iisisssssuivaisivaivisiqiacusssssinsssisciasossesiassonsoaosassabasiassswsiassaesssassiisaarvessoivmvaseivinissivashe 11
1.8 Pulses; e R SRR TR TR SRR O F AR ERS O R R SHE  PRHA CSA U GRS SO AT O ATHRH S 14
LLOROtOUNE TRAME cuviasvsroninsnssssisepsscasisonsensissnanosis oA I A sntarea AT YeRY A5 Re S odratatRva oY sesnersaspey .14
1.1.10 Larmor precession in the rotating frame ..o, RRE L
1.1.11 The effective field........ccuu P - AR, RNt e M e ors R A 15
1.2 Nuclear spin interaclion....ceaemeermssorisiissiseisaransien: R AR e b ot B P I 15
1.2 1-Chemical sHillaniinomasasinumumie s snarireseria e sritistevisesses 15
1.2.2 Dipolar quadrupolar Coupligii.isiiseiisinriiisisemisssitisisiisisidsssisssorsssossiiviviisonisisosoisaisoiisiss 19
123 Quadrupolar NUClei:...iuiiciisismsisaisarsssnsisnsssesissvsss RSO TSRS e SR PR RSSO SRR (b 20
133 NIMR Y tAKAHON 1svrsvinvassssssssivisniavansissvsases saogsarssssassnsnsntsssassersspssassasassuessnsssusnsss T, oI 21
1.3:1. Relagation and: moleCilar MOMON ..omessissgsossssessassrarssssssasssnsssnssssersessarasasasasnsssessiiassssessisssssnssonsitad 24
1.3.1.1 Paramaguetic 1elaXatiOn o i s messississiioinarssoscsrsssisssrasiorsassisnssossosins insonsoorssmsssnsssssssssopsssassvonssss 24
1.3.1.2 The dipolar mechanisim ........c.oververvecnsinsnvrserns T T Ty T e T T L T U R 24
1.3.1.3 The chemical shift anisotropy mechamsm ................................................................................ 24
1.3.1.4 Blectric quadrapolar relaxation . iiuisiiiiisiisisisasssiosisesissmmasisvisssisissaiosivsisrsssssaioassbianssns 25
1,315 SCAIAEYCIaXAMON iuivisiusiomseisssssstaisisrasivesivesasasaisnissessveipiansbsassssnssssiommssens e S S 25
1.3.1.6 Spin rotation ........... Riven e e RSBV TS
1.3.2 The inversion recovery experiment (T))
1.3.3 Transverse relaxation (T2....ceeverrvenreeiinieninans
1.3.4 Spin locking measurement of T,
1.3.5 Relaxation and correlation time ..........cou..
1.3.5.1 Autocorrelation function and correlation times......., s ARSI 31
1.3.5.2 Spectral density ..vueecnierssnsveaiene RS RS AN RSN B BN HeY B AT RS RP 0 PSS A 32
1.3:5:3 Transition probability . esrsssssssasssessssssssssensossoressassassassassssnsanssrsasrssnsasasssassinsapsunsnssentsssivsssssesssns 34
1.3.5.4 Spin-lattice relaxation........coeveues S SR~y A VOS2 34
1.3.5.5 Dipole-dipole relaxation
1.4 NMR techniques for solid state MAterials.....c.iiverississsiinsissisisisisnssassssosssasassssiasassssosnssassssssrsassstsasnsasos 37
1.4.1 Magic angle spinning
1.4.2 Decoupling....wmmmiens
1.4,3 Cross polarization ...........oeceuee
LS D) INIVIR B GBS csi0repumeninnsssyassasnennsuimnns (seressansaponsass s sgo s anasesspsuasurssnssssssas entarsnssasnssssapansaosaasent ononsopss
1.5.1 Homonuclear through bond correlation Methods ....c.wievensivmerenimnmasesissismmimes 44
1.5.2 Heteronuclear correlation eXPeriments ... v ciiivissssisssisisissssssssrosaisisasasssosssosrsssstasosssssossassessasionsooiss 45
1.5.3 Heteronuclear single quantim COrTelation ... s 46
L) L 0 (1 P S P N U PN RO P et 47
CHAPTER 2. POLYPHOSPHAZENE ........ ' 48
2L I0odUCHON srrisssnsmmsinsivsmsasassassansessivs A AR RO SRR AN A OISO A SRR e P OSSP apar SIS S 130 cersasnssastrens 48
2.2 History of polyphosphazene ...uicusiseesssassssmensssassossssserssinssosisosossorsessnsasnansusssssarssssssesssnsssnssssassassassasasorsarss 49
2.3 Synthetic routes for polyphospRazenc ... Gevbisisi e 51
2.3.1 Ring opening polymerization.......... S T ey T R T

2.3.2 Condensation polymerization



2.3.3 Condensation reaction of OCIaPN=PCli......ccimeiscssiussisissasrosssssesesssassssossssssssssssssarssonssossssronsossss 53
2.3.4 Living cationic condensation polymerization of Me3SiN=PCls.......cccevrcimiinmnriiveiisnnnneninnnni 53
2.3.5 Preparation of polyphosphazene by ring opening polymerization process of substituted or partially

substituted cyclophosphazene .....c.ccovvvernennines e 55
2.3.6 Condensation polymerization of organic substitution phosphoroanimines......oieveveeresersiericsenas 57

2.4 PolyphOSPRAZENG PYOPEIIIES o..covessssssssepsssessssssossarsasisrsssasssasssssssasronshssessstiqsssssssssssiosssusssssssasssusssrsssassoasanss

2.4.1 Skeleton property....cieierniinnn
2:4:2 Chaln Hexdbilily i isiiomosmvsirs oo e e ims i i e ool o G oISV aravapasionianisiing

2.5.2 Polyphosphazene BIOMIAIErial cucesasssissesesssperanessronsosssassensansasasatassssasssarasnsusasnsssissisasosissssssasssssassisios
2.5.3 Optical and photonic polymers........
2.5.4 Advanced elastomer.......coueinniiinres
2.6 Poly[bis(trifluoroethoxy)phosphazene]
2 CONCINSION i3 i iwssessvuviisaiviosvivisssveassavessovisesaiahine ds s vsaviaaToTs e H o RO RRSHS den e e SH ks R RO SO PPN N soras s s ni i

REfOreNCe . ivisiciswvisismsssinsvssissiusisssnarssisorsammionines
CHAPTER 3. NANOCOMPOSITES.
B e e S oo o o O e e e T T o e Y R e e e r o e — 72
TR ORIV B0 1107 10511 {14 - e i s ool e 7 o M PO 5 7 0 PR PR DY e 72
3.2.1 Montmorillonite clay .....c.ccouecenreicnreeivnnee e e 72
3.2.2 Nanofibers and nan0tUbes: .. iviiniiiiiiisssisssiiisisosiasimmaisaisisimesissisonsissisiissbsisiovsissivisigs 73
3:2:3 Carbon NANOIUDES i qyiiiissiiimmesemimsesn it s s sosaaeasesin v s s s AT O SRS NIT TR SO SH OO VTV FOR FHRRT 73
3.2 4 Nano AN AIOXIAC s iiiiiiinuineisivsosssisiv i svenssisivonsssvesssissisnsrssissssusvsiadons e isavssrsasassmsnisssssisasns 73
3.3 Methods for making nanocomposites s YO sR RS FUS AR N A CS AR AR RS0 74
R L L T T T 1 P Doy B T T T G K Y YYD D S o OO e e e e 74
33,2 SoOION MIXING .o sversssrsrssersssassasrasasapsisassssnssrensssasi iOITsA I NSRs o5 s0R8 A BIOIOUTIAIAS IS RARS P F0 R om0 A ON AT ORRRRe 75
3.3.3 Melting Blending i coomerisiasssimonsssasssssseonsossstos s isossoissssesis sses s vmsvidaasvivoandsissomasiabsanmssasolove 75
3.4 Nanopatticle dispersion and the INterphase ... . 76
341 DISPOISION ivovvsuivivsiosissssaiaassasostotssnssssasssssviyoves s tiss s s B 4o OV IOTR S oSN SR GOHoH FOFRsRTaeabasiosao s or 0o 76
3id: 2 Interphase. it T SN ORI R RSP TROp U 78
3.5 composites properties and analytical MEthods.. .. e, 79
3.5.1 Mechanical properties and characterization teChNIQUES uuvcvveivvevrerisirinnisniinse i 80
e LT b o Y e P R T P T O e T D e O e e 80
3.5.1.2 Dynamic mechanical analysis ..., T e T T 80
3:5: 1.3 Nanoindentalion v it osessas e oy ot s v as spasassseo R eRvas 80
3.5 2. Analytical MEthods <o ssiisasssadr i e asvonssoansasssasas s i ede sianviy svassodvninss 81
3.5.2.1 Thermal gravimetric analysis ......... T R P SV AL PO 81
3.5.2.2 Scanning electron microscopy ......cevureeresess FeasseseTRB RO ERRE 81
3.5.2.3 Fourier transform infrared SPeClrOSCOPY . vrisiraruninrimriarisiorisresessessmessonssissiesississssnesssnssssassaras 81
35 2 B Xty AIITNCTION iy svvis srepsessmsnessinsnsnssarmesensnssstreatss s oussnEsontA0e s FRAsY SR PR AN SRS ORTUACOTAUAIAIRINOAY .. 82
3.5.2.5 Transmission electron MICIOSCOPY: cirussersssesssssaonssssssrssasassasassssasassosnsssssstsasssssisssnsasesssornssssssostss 82
3:5:2.6 Nuclearmagnetic YesONaNCE s iinasmiosaimiai s oninsiosssssiss 82
1 (1T R O P P o P P8 85
CHAPTER 4 SOLID-STATE NUCLEAR MAGNETIC RLSONANCE SPECTROSCOPY OF
POLYMER AND NANOCOMPOSITES R .|
4.1 TNOAUCHION scvessivsssirsnsississassasssasonsensissins oSSR S R A TR O BRI (RORS VR RO S O N SN S A SSROARRArASUs ey 86

4,2 Molecular structural connectivity dynamics and morphology study of macromolecules using SSNMR 87
4201 REIAXAHON  pugversrersronsasreosssassessassasssseasasonsssarasssassss sasanoaesssatbibnssaonspossranmnton bt UL RSN T SR STIREATTIONRENESS
4.2.1.1 Spin-lattice relaxation (T) and molecular motion
4.2.1.2 Spin-lattice relaxation in the rotating frame (T1p)..ccovvvivirircerisierenssrainiens
4.2.1.3 Spin-spin relaXation .iiiiisssississsisisisissisnisaiiioieassisisssssasississssssisssvsvoisisossmsssioassaosssssisvonsiss
4.2 1.4 CONCIUSION wiviiisiisiimiisnsissivaiics siissessidsosonesisss sovan SISO NS SUaTaS s TF ISR SH OO RSO AOA NSO R SRR OIRP 405
4.2.2:2D NMR SIS 0T POIYMIEE sviiscsisisonsisssiacossoisissssvrssorsssnisssssssnatsisassosivessssnsasarsissporssnsassoasssasonnsarssssy
4.3 structure studies of polymer nanocomposites using SSNMR...........cvrne O O A T T KR 90

VI



RELCYCIICE s cuvsiicicausansivoivansnsinsvesssbatsasianssisssssstmi ARG ISUeoo AT RIS VS ONPIN SES T SR aRS TR R R SUDH ARSIV E b iR areuasov isad
CHAPTER § FXPERIMENTAL SECTION o w4
51 MALCHBL, civisivsvarsinsssssorsiiiovssioniaisostosside5es v aiasatsmoinis osiA oA IR LS eswrbvtnarys sIOEOAPEFSa bR unsnasaanats avsRnsntssonss 94
O (3 e T U B P e 0 PO T e e e e T eSO rassessesmsonesasseastonrtd 94
5.2.1 Synthesis of PBFP via Ring-Opening polymerization of (NPCla)s....oeniieimmmcriinissesinneesinsisnionnes 94
5.2.2 Preparation of solvent-cast sample ......coveiieeinire O e R P s 97
5.2.3 Preparation of nanoTiO2/PBFP nanocomposites .........wvewiimsimisimmimimimmmisnmemeess 97
5.2.4 Preparation of heat treated samples ......coivvins T O e SR S DI ey 97
5.2.5 Preparation of poly[bis(methoxyethoxyethoxy)phosphazene].........ccenen. R avevicisssis DT,
5.3 BXpetirnemtal ;. csisomisivoississrsisansonsassepsssns O B PR S 97
5.3.1 Solution NMR......... R GO O T T T T EE R E D e T e N TR T 97
5.3.2 1H. 'F, 3P Solid-State NIMR.....ecorerrerenraernssresssasesssesssossssssesssossasssssssssersssasssssssassasasssossasasssasessosssssns 98
5.3.2.1 '"H DP MAS NMR of PBFP, annealed PBFP, NC 5% from ring opening polymerization and
PBFP from ambient temperature polymerization ... cuvuicssicemiereisienmmmesnsermesinien disasas 99

5.3.2.2 ¥F DP MAS NMR of PBFP, annealed PBFP, NC 5% from ring opening polymerization and
PBFP from ambient temperature polymerization.......eeisanenamimeinns SheesisTasa R 99

5.3.2.3 P DP MAS NMR of PBFP, annealed PBFP, NC 5% from ring opening polymerization and
PBFP from ambient temperature polymerization............... Eeeisehet Exeairdsriresesryverissasrutenesey 99

5.3.3 VT solid-state NMR relaxation times of PBFP/annealed PBFP/NC 5%/anncaled NC 5% ............ 99
5.3.3.1 F VT relaxation data of four SAMPIES....cccieeeserserscsisacsvarsssassonsssossonsararsasasssssensasssassssraasasases 100
5.3.3.2 3P VT relaxation data of four SAmples.......c.ieiiiiniiiiiiiviiimiiimisiimiiiin el 00
5:3.3:3 Dala analysiSiuisiaisisnviniici ittt ianisssiw e RIS 100
CHAPTER 6 RESULT AND DISCUSSION SECTION ...oiuninirarnnae soniianivi 103
6.1 Solution state NMR of PBFP .......... e R RN ISy RIS RIE O SRR 103
6.1.1 Solution NMR spectra of CF3CH2OH it CDCl3....cvieunisinaiensesmssssisiseniissmsimsseisiesn 103
6.1.1.1 '"H DP spectra of trifluoroethanol (CF3CH20M) it CDCl3 wuveviirverisniinsnseisenssinssissnsinsiseiessane 103
6.1.1.2 'H {**F} DP spectra of trifluoroethanol (CF3CH20H) it CDCl3.cvvcvvrnninsirieceseenninnns S 103
6.1:1.3 YR DP:spectrs of CRsCHoOH in CDCL iiciiinisisesississssissasissassistsrsssvisssnssssssisnissisissassopnioss 104
6.1.1.4 'F {'H} DP spectra of trifluoroethanol (CF3CH20H) int CDCluuiiiiieenmnsnrasiseissssnssenians 105
6.1.2 Solution NMR spectra of PBFP in THF_d8 .....c.cccvcvniniiimmmsnisiniiminssis 105
6.1.2.1 'H DP NMR spectra if PBFP in THF _d8..........cco... iV TSRO IR S 105
6.1.2.2 'H:{"9F} DP:NMR spectra if PBRR AR THE. A8, ..ocuiussiirissssisssrisrsarsrsssssisovsiavssansisiasissirassss 106
6:1.23 VR DP NMR:spectia IEPBFRNTHE. d8:,.ccismvssssnensisninnsarsssrssessssvssnsssasuensaisasssnsrasansssasasns 106
6.1.2.4 'F {'H} DP NMR spectra if PBFP in THF_d8.......... e — 107
6.1,2,5 P DP NMR spectra if PBFP in THF_d8.......coerveeememnississnnsssrsisersassssnsnanns Y OO S 108
CHATER 7 SOLID-STATE NMR SPECTRA FOR PBFP/NANOCOMPOSITES.....ocunninernnianns, 108
7.1 Solid state MAS 23KHz NMR for samples acquired at 20 °C ...ovvieeererimmsnmnosinimieinmssmie 108
7.1.1 'H Solid-State MAS 23 kHz NMR Spectra of Ring Opening Polymerization PBFP/ Ambient
polymerization PBFP/Heat annealed PBRFP/Nano-TiO; 5% Nanocomposite ... ermrarmsrcsnnsees 109

7.1.2 'F Solid-State MAS 23 kHz NMR Spectra of Ring Opening Polymerization PBFP/ Ambient
polymerization PBFP/Heat annealed PBFP/Nano-TiO; 5% Nanocomposite......... TR 111

7.1.3 3P Solid-State MAS 23 kHz NMR Spectra of Ring Opening Polymerization PBFP/ Ambient
polymerization PBEFP/Heat anncaled PBFP/Nan-TiO; 5% Nanocomposite,.....c.coieveauessinins 112

7.2 Morphological Changes of PBFP, annealed PBEP, 5% Nano-TiO, PBFP nanocomposite (NC 5%) and
Annealed NC 5% Nanocomposite under Variable Temperature Using Solid State MAS [0 kHz NMR

.................................................................................................................................................... — i I
7.2.1 'PF DP SSNMR MAS 10 KHz of 4 Samples under Variant TEMPerature ........vovevceevssriararens w115
7.2.23'P DP SSNMR MAS 10 KHz of 4 Samples under Variant Temperature ...........veveveresriecisnsnnns 116
7.2.3 Deconvyolution Analysis for '"F and 'P Using Solid-State NMR MAS 10 kH7 at Variant
Temperature......... D A T e e I P o s B T N R e Ry Yoo 117

7.2,3.1 3P DP MAS 10 kHz of four samples dcconvolutlon model over temperature range from 20 to
| e T B O O P PR 117
7.2.3.23'P DP MAS 10 kH? of four samples each deconvolution percentage at temperature range of 20
TO B0 C ssvuvsvovsiiassvisosiovioiasss someigouisisoss oy sons s SO VOISO R O ons GBI O TASS I T b et 124

7.2.3.3 F DP MAS 10 kHz of four samples models at temperature range from 20 to 80 °C............ 128

X



7.2.3.4 '°F DP MAS 10 kHz of four samples each deconvolution percentage analysis at temperature

rANRE O 2020 809 v ivegserensexisonusssrsossassqsmssessssnansasaasasassmansasnssasss raessnpsasssossareasarsanras AT IESH 131
CHAPTER 8 NMR RELAXATION RESULT OF PBEP/NANOCOMPOSITES....ccoveerismrisnsonisneneins 145
8.1 Relaxation analysis of PBFP and PBEP/TiO2 nanocomposites .....uuvviveessrnaeiiains e 145
8.2 Solid-state NMR relaxation times of PBFP ... 146
8.2.1 %'P spin-lattice relaxation time of PBFP at an MAS rate of 10 KHZ ....ccovenveurecnninsnienninsmnisninens 146
8.2.2 3'P spin-spin relaxation time of PBFP at an MAS rate of 10 kHZ ...covevirvvivrieininnsiennieiesiiinnae 148
8.2.3 3P spin-lattice relaxation time in the rotating frame of PBFP at an MAS rate of 10 kHz............ 149
8.2.4 '°F spin-lattice relaxation time of PBFP at an MAS rate of 10 KHz...oivvicrrcrnesnmncineimessensenis 150
8.2.5, IF spin-spin relaxation time of PBFP at an MAS rate of 10 kHz ........... D O L T T 155
8.2.6 '°F spin-lattice relaxation time in the rotating frame of PBEP at an MAS rate of 10 kHz............ 156
8.2, 7 CONCINSION isiiivesssmsi i s b s s IV N i A s oy R Ao VA S NPT PRN TSSOV A SRR AR b e do oSN R vars e
8.3 Solid-state NMR relaxation times of annealed PBEP.......ccccocvivencirivnvenisinns chiiaviiei
8.3.1 3'P spin-lattice relaxation time of annealed PBFP at an MAS rate of 10 kHZ ....coccvveirininniens vere 160
8.3.2 3P spin-spin relaxation time of anncaled PBFP at an MAS rate of 10 KHZ ......cocovnereisirserseissisnnee 162
8.32.3 3P spin-lattice relaxation time in the rotating frame of annealed PBFP at an MAS rate of 10 kHz
....................................................................................................................................................... 164
8.3.4 I°F spin-lattice relaxation time of annecaled PBFP at an MAS rate of 10 kHZ........coccrernsnereeenns 164
8.3.5. '“F spin-spin relaxation time of annealed PBFP at an MAS rate of 10 KHzZ .......occnvivinvcnniniininnns 165
8.3.6 'F spin-lattice relaxation time in the rotating frame of annealed PBFP at an MAS rate of 10 kHz
.......................................................................................................... R st 100
8.3.7. CONCIISION wuiseusivassessenssimssiasssssicasisrsussstinivossnissrsesmsnssnassorssonisssisosissyasns oA g AR s PSR ES 168
8.4 Solid-statc NMR relaxation times 0f NC 5% .......cveciiimninnimimsimiemimieessim s 170
8.4.1 7'P spin-lattice relaxation time of NC 5% at an MAS rate of 10 KHZ.........coccvnivennreinrennnesineinnes 171
8.4.2 *'P spin-spin relaxation time of NC 5% at an MAS rate of 10 kHz.......... A S Py e e 172
8.4.3 P spin-lattice relaxation time in the rotating frame of NC 5% at an MAS rate of 10 kHz.........173
8.4.4 °F spin-lattice relaxation time of NC 5% at an MAS rate of 10 KHZ ....covvninivriveessiseiscisnininnnn. 174
8.4.5. '°F spin-spin relaxation time of NC 5% at an MAS rate of 10 KHZ.....cconvininninnnnininvnnncninnininns 175
8.4.6 '°F spin-lattice relaxation time in the rotating frame of NC 5% at an MAS rate of 10 kHz ......... 176
847, CONCIUSION «uisvososssmsosissiassnivsonessisbesmshsnonsnsassssssosisasirass sisions SHLIEENIKINSESInsraUs AR LA 0 0iSHOLOIRLTORTSOIFSERTORNPOSA
8.5 Solid-state NMR relaxation times of ANNCALCHING 596 s iocnaneysnasasssasasmasmssvesnsaessungsarassssoavons
8.51 3P spin-lattice relaxation time of annealed NC 5% at an MAS rate of 10 kHz............

8.5.2 *'P spin-spin relaxation time of annealed NC 5% at an MAS rate of 10 kHz
8.5.3 3P spin-lattice relaxation time in the rotating frame of annealed NC 5% at an MAS rate of 10 kHz

..................................................................................................................................................... 183
8.5.4 "F spm-lattlcc relaxation time of annealed NC 5% at an MAS rate of 10 KHZ....ccoevvvverecrreiverenns 184
8.5.5. '9F spin-spin relaxation time of anncaled NC 5% at an MAS rate of 10 kHz......cccconevieninsnnins 185
8.5.6 '“F spin-lattice relaxation time in the rotating frame of annealed NC 5% at an MAS rate of 10 kHz
....................................................................................................................................................... 186
8.5. 7. CONCISION oo voasensarasasinsiiotisssssmsisvsssrossissivmsinesinsssmmrisierosmsastusvovessosaasa T e e o NS UL 186
8.6 3'P solid-state NMR relaxation times of different preparation methods .....vvuvevriiniiee T 187
8.61 3'P solid-state NMR T} relaxation time of different preparation methods ......ovveservireerieerserennees 189
8.5.2 3'P solid-state NMR T relaxation time of different preparation methods ......oviveiveerecrrseriernenns 192
8.5.3 2P solid-state NMR T, relaxation time of different preparation methods...cc.ivcreniniemreniniin 196
8.7 "°F solid-state NMR relaxation times of different preparation methods....o.vvvirercerereerenersieiresnressnrens 198
8.61 VF solid-state NMR T} relaxation time of different preparation methods .......ocvviesisinisieiniienras 199
8.5.2 %F solid-state NMR T; relaxation time of different preparation methods .......c.ccvenimeiessninniienns 200
8.5.3 'F solid-state NMR T, relaxation time of different preparation methods......o..ccvevvriveriviiiienens 207
CHAPTER 9 Cross Polarization ("F to 3'P CP and 'H to *'P CP) for samples PBFP/Annealed
PBFP/NC 5%/Anncaled NC 5%...covunnins D T L LT J; |
9.1 F — 3'P CP NMR for samples PBFP/annealed PBFP and NC S%/annealed NECBYo: ssvosssiviasrasvisinnss
9:1.1 Rz P CP NNIR FOT SAMNPIS PBIR. csvisssssvonsssrinissossesssnssssssssnsasnatsastssaonsnsosnsss ryssssssanspasmasssorass
9.1.2 F — *'P CP NMR for sample annealed PBEFP.......ccceervevereanne. et
9.1.3 19F — 3P CP NMR fOr SAMPIE NC 5% wuvrerrerrrersrimsnisessmessisesssssssesssssssssssssssassssssasssesssesssnsossssstons
9:1:4 VR ~»3P:CP NMR for sample annealed NC $% ..uiiiissmssainissmamssssismssirisrdssiiisossoisssaosion
9.2 '"H — 3P CP NMR for samples PBFP/anncaled PBFP and NC 5%/anncaled NC 5% ...c.ccovivereervesnnnns

X



9.2.1 'H — %P CP NMR for samples PBFP ......c..cocvsveirninns R D R 221

9.2.2 'H — 3P CP NMR for samples annealed PBFP......c.uiciimnansmarnemmmsimesesesissssoises 224
9:2:3 TH =5 1P/CPNMR . for: SAMPIeS TNC - 50 ccsvirerssmrsrssmmsamssaresssnsasssssssrosasssasavasrossases v st reres 226
9,2.4 '"H— *'P CP NMR for samples annealed NC 5% .....vvimmimimmisniniimmsmsmsmsisissninos 228
0 3 CONCIISION roressrssesssssarsessrersassonsessansnasansensenns i beiis S0RASIHIR IS FeaTOSAS VOSSR RSN RR T SRR oS BY e s 229
CHAPTER 10 CONCLUSION AND FUTURE WORK,., Sk 231
10.1 Conclusion.........ccusvevversrares S e R AT e T R L 231

XI




LIST OF FIGURES

Figure 1,1; Isotropic distribution of the angular nomentum in the absence of external fields Bo 2
Figure 1.2: The Larmor frequency of nuclei precession about an external field 3
Figure 1.3: Ensemble of spins precessing at wo in the presence of the external magnetic field Bg along Z-axis

(left), and the corresponding longitudinal magnetization vector (right) 4
Figure 1.4: A line in the spectrum is associated with a transition between two energy level 4
Figure 1.5: Energy levels for a two spin system 7
Figure 1.6: The energy levels of a two-spin system and the corresponding spectrum 9
Figure 1.7: The direction of precession for a nucleus with a positive gyromagnetic ratio and hence a negative

Larmor frequency 11
Figure 1.8: Tilting the magnetization vector through an angle 8 gives the X-component of size Mp sinf 12
Figure 1.9: Tliustration of the precession of the magnetization vector in the xy-plane 13
Figure 1,10: Plots of the x- and y- components of the magnetization predicted using the approach Fourier

transformation of these signals will give rise to the usual spectrum 13
Figure 1.11: The process of signal detection for obtaining the NMR spectrum 14

Figure 1.12: The top row shows a field rotating at —oge when viewed in a fixed frame, the same field viewed
in a set of axes rotating at —wgp appears to be static 15
Figure 1.13; The effective field in the rotating frame 16
Figure 1.14: A “grapefiuit” diagram in which the thick line shows the motion of a magnetization vector
during an on-resonance pulse 17
Figure 1.15: Mechanism of the chemical shift 18
Figure 1.16: When the static magunetic field is applied along a principal axis direction, the induced field is
parallel to the static field 20

Figure 1.17: Inhomogeneous line broadening mechanisms in NMR spectra caused by CSA 21
Figure 1,18: The direct dipolar coupling between two spins, A and B in the presence of an external magnetic
field, Bo 23

Figure 1.19; Spin 1 = 1/2 nuclei have a spherically symmetric nuclear charge distribution (left); quadrupolar

nuclei has a non-spherically symmetric charge distribution (right) 24

Rigure 1.20: Inversion-recovery pulse sequence 30
Figure 1.21: Partial alignment of spins in the transverse plane 31
32

Figure 1.22: Spin echo pulse sequence
Figure 1.23: Full width at half-height 33
Figure 1.24: Spin lock pulse sequence 33
Figure 1.25: (a) Autocorrelation function of a rapid fluctuating field; (b) Autocorrelation function of a slowly

fluctuating field 35

Figure 1.26: Comparison of the fields at short time interval 35
Figure 1.27: Comparison of fields at long time interval 35
Figure 1,28: Spectral density of a rapid fluctuating field 36
37

Figure 1.29: Spectral density of a slowly function ficld
Figure 1.30: For a fluctuating field, the transition probabilities are proportional to the spectral density at the

Larmor frequency o° 38
Figure 1.31: The spin-lattice relaxation time constant as a function of correlation time 39
Figure 1.32: (a) Single quantum transition probability in a homonuclear AX system; (b) Double and zero
quantum transition probability in a homonuclear AX system 39

Figure 1.33: Variation of T and T, with correlation time, for intramolecular dipole-dipole relaxation 41
Figure 1.34: Geometrical illustration of the magic angle (left); sample rotation at the magic angle in solid-

state NMR (right) 42
Figure 1.35: MAS NMR spectrum with a sideband pattern due to insufficient spinning speed (top); the same

specteum but obtained at higher spinning speed (bottom) 43

Figure 1.36: Cross-polarization pulse sequence 45
Rigure 1.37: A scheme diagram of H—X CP and CP drain curve 46
Figure 1.38: Structure of two-dimensional NMR experiment 48
Figure 1,39: COSY pulse sequence 49
Figure 1.40: Schematic COSY spectrum for two coupled spins, A and X 49

51

Figure 1.41: HSQC pulse sequence

XII



Figure 2.1: Polyphosphazene molecular structure 53
Rigure 2.2: Side group substitution of poly(dichlorophosphazenc) SS

Figure 2.3: Synthesis of chlorophosphazene 56
Figure 2.4: Synthesis of Polyphosphazenes 57
Figure 2.5: ROP method for synthesis poly(dichlorophosphazenc) 57
Figure 2.6: Polyphosphazene with two different side groups 57
Figure 2.7: Phosphorus pentachloride and ammonia or ammenium chloride react in a stepwise order 58
Figure 2.8: Overall process of Condensation reaction of OCL,PN=PCl; 59
Figure 2.9: Methods for preparing Cls;P=NSiMe; using PCl; and SO.Cl, 60
Figure 2,10; Different routes for synthesis ClsP=NSiMe; 60
Figure 2.11: Cationic polymerization of trichlorophosphoranimines 60
Figure 2.12: Polymerization of variety of organophosphoranimine 64
Figure 2.13: Polymerization of variety of organophosphoranimine 68
Figure 2.14: An example of polyphosphazene with controlled refractive index 69
Figure 2.15: Mostly common synthetic route for PBFP 70
Figure 2.16: Domain structure of semi-crystalline material 72
Figure 2.17: Phase transition diagram for solvent-cast PBFP between Tg and Tr 73
Figure 3.1: Illustration of three terms to describe dispersion quality 85
Figure 3.2; Schematic of interphase area between filler and the polymer matrix 87
Figure 3.3: Schematic representation adsorption characteristics of a metal-polymer nanocomposite 88
Figure 5.1: Design of an oven used for the thermal ring-opening polymerization 106
Figure 6.1: 'H DP spectrum of CF3CH,OH in CDCls 115
Figure 6.2; 'H {"°F} spectrum of CF,CH,OH in CDCls 116
Figure 6.3: '°F DP spectrum of CF3CH,OH in CDCls 117
Figure 6.4: '°F {'H} spectrum of CF3;CH,OH in CDCl3 117
Figure 6.5: 'H DP spectrum of PBFP in THF-d8 118
Figure 6.6: 'H {'°F} spectrum of PBFP in THF-d8 118
Figure 6.7: '°F DP spectrum of PBFP in THF-d8 118
Figure 6.8: '°F {'H} spectrum of PBFP in THF-d8 119
Figure 6.9: *'P DP spectrum of PBFP in THF-d8 119

Figure 7.1: (a) SC: 500 MHz 'H MAS NMR spectra of solvent cast ROP PBFP; (b) HT: 500 MHz 'H MAS
NMR spectra of heat-trecated ROP PBFP; (¢) AT: 500MHz 1H MASNMR spectra of AT
polymerization PBEP; (d) NC: 500 MHz '"H MAS NMR spectra of ROP PBFP doped with 5% uc-

TiO, 121
Figure 7.2: 500 MHz '“F DP MAS NMR spectrum of (a) Solvent cast ROP PBFP; (b) Heat-treated ROP
PBFP; (¢} ALP PBFP; (d) ROP PBFP with 5% nc-TiO, 123

Figure 7.3: 500 MHz *'P DP MAS NMR spectrum of (a) SC: solvent cast ROP PBEP; (b) NC: ROP PBFP
with 5% nc-TiO;; (¢) HT: Heat treated ROP PBEP; (d) Heat treated ROP PBFP with 5% nc-TiOy;

(€) ALP: ALP PBFP 124
Figure 7.4: '"F SSNMR MAS 10 KHz of 4 samples under variant temperature (a) non annealed PBFP; (b)
annealed PBFP; (c) non annealed NC 5%; (d) annealed NC 5% 127
Figure 7.5: 3'P SSNMR MAS 10 KHz of 4 samples under variant temperature (&) non annealed PBFP; (b)
annealed PBFP; (¢) non annealed NC 5%; (d) annealed NC 5% 128
Figure 7.6: ¥'P PBFP virgin T relaxation array overlapping at 20 °C 128
Figure 7.7: *'P PBFP virgin T relaxation array overlapping at 50 °C 128

Figure 7.8: *'P PBFP virgin T) relaxation model at 20 °C for the first spectrum in the relaxation area 130
Figure 7.9: PBEP virgin *'P T relaxation model at 20 °C for the 8th spectrum in the relaxation array 130

Figure 7.10: Deconvolution model for *'P of 4 samples at the temperature of 20-40 °C 130
Figure7.11: PBEP virgin T, relaxation model at 50 °C for the first spectrum in the relaxation array 131
Figure 7.12: PBFP virgin T; relaxation model at 80 °C for the 8th spectrum in the relaxation array 131
Figure 7.13: Deconvolution model for >'P of 4 samples at the temperature of 50-80 °C 131
Figure 7.14: 3'P deconvolution percentage area changing trends for 4 components over the temperature range

of 20-40 °C for PBEP (left) and annealed PBFP (right) 134
Figure 7.15: *'P deconvolution percentage area changing trends for 4 components over the temperature range

0f 20-40 °C for NC 5% (left) and annealed NC 5% (right) 135

XIII



Figure 7.16: *'P deconvolution percentage area changing trends for 5 components over the temperature range

of 50-80 °C for PBEP (left) and annealed PBFP (right) 136
Figure 7.17: *'P deconvolution percentage area changing trends for 5 components over the temperature range
of 50-80 °C for NC 5% (left) and annealed NC 5% (right) 137

Figure 7.18: Deconvolution model for °F of PBFP and NC 5% samples at the temperature of 20-40 °C 138
Figure 7.19: Deconvolution model for 'R of annealed PBEP and annealed NC 5% samples at the temperature

of20-40 °C 138
Figure 7.20: Deconvolution model for '°F 4 samples at the temperature of 50-80 °C 139
Figure 7.21: "F deconvolution percentage arca changing trends for different components over the
temperature range of 20-40 °C for PBFP (left) and annealed PBEP (right) 140
Figure 7.22: YF deconvolution percentage area changing trends for different components over the
temperature range of 20-40 °C for NC 5% (left) and annealed NC 5% (right) 141
Figure 7.23: '?F deconvolution percentage area changing trends for 4 components over the temperature range
of 50-80 °C for PBFP (left) and annealed PBFP (right) 142
Figure 7.24: '°F deconvolution percentage area changing trends for 4 components over the temperature range
of 50-80 °C for NC 5% (left) and annealed NC 5% (right) 143

Figure 8.1: 3'P spin-lattice relaxation time Ty for the four components obtained by deconvolution of the >'P
solid-state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiO,, and annealed
sample of PBFP with 5% of nano-TiO; over the temperature range of 20 to 40 °C; the biexponential
behavior of the two contributions at -4.55 ppm (bottom) 186

Figure 8.2: *'P spin-lattice relaxation time T for the five components obtained by deconvolution of the 3'P
solid-state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiO,, and annealed
sample of PBEP with 5% of nano-TiO, over the temperature range of 50 to 80 °C 188

Figure 8.3: *'P transverse relaxation time T for the four components obtained by deconvolution of the 3'P
solid-state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiO;, and annealed
sample of PBFP with 5% of nano-TiO; over the temperature range of 20 to 40 °C 190

Figure 8.4: 2'P transverse relaxation time T, for the four components obtained by deconvolution of the 3'P
solid-state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiO,, and annealed
sample of PBEP with 5% of nano-TiO; over the temperature range of 20 to 40 °C 192

Figure 8.5: Four examples of 3'P T\/T, ratio with respect to the changes of temperature for one broad
contribution (Left) and one narrow contribution (Right) obtained by deconvolution of the *'P solid-
state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiQ,, and annealed sample
of PBFP with 5% of nano-TiO, over the temperature range of 20 to 40 °C 195

Figure 8.6: Four examples of >'P Ty/T, ratio with respect to the changes of temperature for one broad
contribution (Left) and one narrow contribution (Right) obtained by deconvolution of the *'P solid-
state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiO,, and annealed sample
of PBFP with 5% of nano-TiO; over the temperature range of 50 to 80 °C 195

Figure 8.7: Different components of *'P T, for 4 sample over the temperature range from 20-40 °C 197

Figure 8.8: Different components of °'P T\, for 4 sample over the temperature range from 50-80 °C 200

Figure 8.9: '°F spin-lattice relaxation time T for the three components obtained by deconvolution of the '°F
solid-state NMR spectra of PBFP, and sample of PBFP with 5% of nano-TiO; over the temperature
range of 20 to 40 °C 202

Figure 8.10'°F spin-lattice relaxation time T) for the three components obtained by deconvolution of the '°F
solid-state NMR spectra of anncaled PBFP, and sample of annealed PBFP with 5% of nano-TiO;
over the temperature range of 20 to 40 °C 205

Figure 8.11: F spin-lattice relaxation time T for the three components obtained by deconvolution of the
19F solid-state NMR spectra of PBFP, annealed PBFP, PBFP with 5% of nano-TiO,, and annealed
sample of PBFP with 5% of nano-TiO; over the temperature range of 50 to 80 °C
206

Figure 8.12: '“F transverse relaxation time T2 for the three components obtained by deconvolution of the '°F
solid-state NMR spectra of PBFP, PBEP with 5% of nano-TiO: over the temperature range of 20
t0 40°C 209

Figure 8.13: '°F transverse relaxation time T, for the three components obtained by deconvolution of the '’F
solid-state NMR spectra of annealed PBEP, annealed PBFP with 5% of nano-TiO; over the
temperature range of 20 to 40 °C 210

X1V



Figure 8.14: '°F transverse relaxation time T, for the four components obtained by deconvolution of the '"F
solid-state NMR spectra of PBPF, annealed PBEP, PBFP with 5% nano-TiO;, and annealed PBFP
with 5% of nano-TiO; over the temperature range of 50 to 80 °C 211
Figure 8.15: Two examples of '“F T\/T; ratio with respect to the changes of temperature for one broad
contribution (Left) and one narrow contribution (Right) over 20 to 40 °C for sample PBFP and NC
5% obtained by deconvolution of the *'P solid-state NMR spectra at an MAS rate of 10 kHz213
Iigure 8.16: Two examples of '*F Ty/T; ratio with respect to the changes of temperature for one broad
contribution (Left), and one narrow contribution (Right) over 20 to 40 °C for sample annealed
PBFP and annealed NC 5%-TiOz 5% obtained by deconvolution of the ?'P solid-~state NMR spectra
at an MAS rate of 10 kHz 214
Figure 8,17: Two examples of 'F Ty/T, ratio with respect to the changes of temperature for one broad
contribution (Left) and one narrow contribution (Right) over 50 to 80 °C of PBFP, annealed PBEFP,
PBFP with 5% of nano0TiO,, and annealed sample of PBFP with 5% of nano-TiO: obtained by
deconvolution of the *'P solid-statc NMR spectra at an MAS rate of 10 kHz 215
Figure 8.18: '°F spin-lattice relaxation time T, in the rotating frame for the three components obtained by
deconvolution of the *'P solid-state NMR spectra of PBFP, and PBFP with 5% of nano-TiO; over
the temperature range of 20 to 40 °C 216
Figure 8.19: '°F spin-lattice relaxation time Ty, in the rotating frame for the three components obtained by
deconvolution of the 3'P solid-state NMR spectra of annealed PBFP, and annealed PBFP with 5%
of nano-TiO; over the temperature range of 20 to 40 °C 217
Figure 8.20: '°F spin-lattice relaxation time T, in the rotating frame for the three components obtained by
deconvolution of the *'P solid-state NMR spectra of PBFP, annealed PBFP, PBFP with 5%
nano-TiO, and PBFP with 5% of nano-TiO, over the temperature range of 50 to 80 °C

218
Figure 9.1: %F to 3P CP for sample PBFP deconvolution model (a, left); 'F to *'P CP curve for sample PBFP
(b, right) 221
Figure 9.2: '°F to 3'P CP for sample annealed PBFP deconvolution model (left); '°F to *'P CP curve for
sample anncaled PBFP (right) 215
Figure 9.3: '°F to *'P CP for sample NC 5% deconvolution model (left); '°F to *'P CP curve for sample NC
5% (right) 223
Figure 9.4: 'F to 3'P CP for sample annealed NC 5% (left); '°F to *'P CP curve for sample annealed NC 5%
(right) 225

Figure 9.5: 'H to *'P CP for sample PBFP deconvolution model (left, a); 'H to 3'P for one component,
including the sum of two composition (blue); the faster CP curve (green); and slow CP curve

(red)(middle, b); 'H to *'P CP curve for sample PBFP (right, ¢) 226
Figure 9.6: 'H to *'P CP for sample annealed PBFP deconvolution model (left); 'H to *'P CP curve for sample
anncaled PBEP (right) 227
Figure 9.7: 'H to *'P CP for sample NC 5% deconvolution model (left); 'H to *'P CP curve for sample NC
5% (right) 227
Rigure 9.8: 'H to *'P CP for sample annealed NC 5% deconvolution model (left); 'H to *'P CP curve for
sample annealed NC 5% (right) 228
Figure 10.1: The transformation scheme of PBFP over temperature 233

XV



LIST OF TABLES

Table 1.1: Four possible combinations of the spin states and the corresponding four energy levels of two

spins 7
Table 1.2: Quantum number M values for two spin system with four levels 8
Table 1.3: The allowed transitions and the corresponding frequency based on the selection rule for two spin

system 9
Table 1.4: A general idea of spin rotation mechanics and their range of interaction 29
Table 2.1: Examples of some types of polyphosphazene surface modification 68
Table 7.1: Peak parameters of '"H MAS 23 kHz NMR spectra of SC, HT, ALP and NC samples 122

Table 7.2: Peak parameters of '°F DP MAS 23 kHz NMR spectra of SC, HT, ALP and NC 5% samples 124
Table 7.3: Peak parameters of *'P NMR spectra of SC, HT, NC 5%, HT NC 5%, and ALP samples 125

Table 7.4: PBFP virgin 3'P relaxation model parameter 20-40 degree 131
Table 7.5: PBFP virgin 3'P relaxation model parameter 50-80 °C 132
Table 7.6: *'P deconvolution percentage area for 4 components over the temperature range of 20-40 °C for
PBFP (left) and annealed PBEP (right) 134
Table 7.7: 3'P deconvolution percentage area for 4 components over the temperature range of 20-40 °C for
samples NC 5% (left) and annealed NC 5% (right) 134
Table 7.8: *'P deconvolution percentage area for 5 components over the temperature range of 50-80 °C for
PBFP (left) and annealed PBFP (right) 136
Table 7.9: *'P deconvolution percentage arca for 5 components over the temperature range of 50-80 °C for
samples NC 5% (left) and annealed NC 5% (right) 137
Table 7.10: °F deconvolution model for PBFP and NC 5% for 20-40°C 138
Table 7.11: '°FF deconvolution model for annealed PBFP, and annealed NC 5% for 20-40°C 138
Table 7.12: "F deconvolution model for 4 samples for 50-80°C 139
Table 7.13: 'F deconvolution percentage area for different components over the temperature range of 20-40
°C for PBFP (left) and anncaled PBFP (right) 140
Table 7.14: '°F deconvolution percentage area for different components over the temperature range of 20-40
°C for NC 5% (left) and annealed NC 5% (right) 141
Table 7.15: Deconvolution percentage area for 4 components over the temperature range of 50-80 °C for
PBEP (left) and annealed PBFP (right) 142
Table 7.16: “F deconvolution percentage area for 4components over the temperature range of 50-80 °C for
NC 5% (left) and annealed NC 5% (right) 142
Table 8.1: *'P T, times of solid non-annealed PBFP over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 146
Table 8.2: *'P T, times of solid non-anncaled PBFP over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 147
Table 8.3: 3'P T; times of solid non-annealed PBFP over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 148
Table 8.4: *'P T times of solid non-annealed PBFP over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 148
Table 8.5: >'P T;, times of solid non-annealed PBFP over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 149
Table 8.6: >'P T, times of solid non-annealed PBFP over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 151
Table 8.7: 'F T, times of solid non-annealed PBFP over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 151
Table 8.8: '°F T, times of solid non-anncaled PBFP over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 157
Table 8.9: 'F T times of solid non-annealed PBFP over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 157
Table 8.10: '°F T; times of solid non-anncaled PBFP over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 158
Table 8.11: '°F Ty, times of solid non-annealed PBFP over the temperature range of 20 to 40 °C obtained
with an MAS rate of 10 kHz 159

XVl



Table 8.12: 'F T, times of solid non-annealed PBFP over the temperature range of 50 to 80 °C obtained
with an MAS rate of 10 kHz 159
Table 8.13: 3'P T, times of solid annealed PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of 10 kHz 160
Table 8.14: *'P T times of solid annealed PBEP over the temperature range of 50 to 80 °C obtained with an
MAS rate of 10 kHz 161
Table 8.15: 3'P T, times of solid annealed PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of 10 kHz 161
Table 8.16: 3'P T times of solid anncaled PBFP over the temperature range of 50 to 80 °C obtained with an
MAS rate of 10 kHz 162
Table 8.17: *'P T, times of solid annealed PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of 10 kHz 167
Table 8.18: 3P Ty, times of solid annealed PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of 10 kHz 168
Table 8.19: '°F T times of solid auncaled PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of 10 kHz 168
Table 8.20: '°F T times of solid annealed PBFP over the temperature range of 50 to 80 °C obtained with an
MAS rate of 10 kHz 169
Table 8.21: '9F T, times of solid anncaled PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of [0 kHz 169
Table 8.22: 'F T, times of solid annealed PBFP over the temperature range of 50 to 80 °C obtained with an
MAS rate of 10 kHz 170
Table 8.23: '°F T\, times of solid annealed PBFP over the temperature range of 20 to 40 °C obtained with an
MAS rate of 10 kHz 171
Table 8.24: 319F T, times of solid anncaled PBFP over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 171
Table 8.25: *'P T, times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS
rate of 10 kHz 175
Table 8.26: *'P T| times of solid NC 5% over the temperature range of 50 to 80 °C obtained with an MAS
rate of 10 kHz 176
Table 8.27: 3'P T, times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS
rate of 10 kHz 180
Table 8.28: *'P T; times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS
rate of 10 kHz 180
Table 8.29: 3'P Ty, times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS
rate of 10 kHz 181
Table 8.30: *'P T\, times of solid NC 5% over the temperature range of 50 to 80 °C obtained with an MAS

rate of 10 kHz 181
Table 8.31: "F T times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS

rate of [0 kHz 182
Table 8.32: "F T, times of solid NC 5% over the temperature range of 50 to 80 °C obtained with an MAS

rate of 10 kHz 182
Table 8.33: YF T, times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS

rate of 10 kHz (83
Table 8.34: '°F T times of solid NC 5% over the temperature range of 50 to 80 °C obtained with an MAS
rate of 10 kHz 183
Table 8.35: '°F T;, times of solid NC 5% over the temperature range of 20 to 40 °C obtained with an MAS

rate of 10 kliz 189
Table 8.36: 'F T), times of solid NC 5% over the temperature range of 50 to 80 °C obtained with an MAS

rate of 10 kHz 190
Table 8.37: 3'P T} times of solid annealed NC 5% over the temperature range of 20 to 40 °C obtained with

an MAS rate of 10 kHz 193
Table 8.38: *'P T, times of solid annealed NC 5% over the temperature range of 50 to 80 °C obtained with

an MAS rate of 10 kHz 194
Table 8.39: >'P T, times of solid annealed NC 5% over the temperature range of 20 to 40 °C obtained with

an MAS rate of 10 kHz 195

Xvi



Table 8.40: *'P T, times of solid annealed NC 5% over the temperature range of 50 to 80 °C obtained with

an MAS rate of 10 kHz 195
Table 8.41: *'P T\, times of solid annealed NC 5% over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 196
Table 8.42: >'P Ty, times of solid annealed NC 5% over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 197
Table 8.43: '°F T, times of solid annealed NC 5% over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 197
Table 8.44: '°F T times of solid annealed NC 5% over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 198
Table 8.45: °F T, times of solid annealed NC 5% over the temperature range of 20 to 40 °C oblained with
an MAS rate of 10 kHz 203
Table 8.46: '°F T, times of solid anncaled NC 5% over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 203
Table 8.47: 'F T), times of solid annealed NC 5% over the temperature range of 20 to 40 °C obtained with
an MAS rate of 10 kHz 204
Table 8.48: 'F Ty, times of solid annealed NC 5% over the temperature range of 50 to 80 °C obtained with
an MAS rate of 10 kHz 204
Table 8.49: 3P T,/T; ratio of four samples with the change of temperature for samples over 20-40 °C obtained
with an MAS rate of 10 kHz 205
Table 8.50: 3'P T\/T; ratio of four samples with the change of temperature for samples over 50-80 °C obtained
with an MAS rate of 10 kHz 205
Table 8.51: '°F T\/T; ratio of PBFP, annecaled PBFP, NC 5% and annealed NC 5% with the change of
temperature over 20-40 °C obtained with an MAS rate of 10 kHz 200
Table 8.52: '°F Ty/T, ratio of PBFP, annealed PBFP, NC 5% and annealed NC 5% with the change of
temperature over 50-80 °C obtained with an MAS rate of 10 kHz 206
Table 9.1: '°F to *'P CP curve parameters for sample PBFP 213
Table 9.2: F to *'P CP curve parameters for sample annealed PBFP 216
Table 9.3: 'F to *'P CP curve parameters for sample NC 5% 218
Table 9.4: '°F to *'P CP curve parameters for sample anncaled NC 5% 220
Table 9.5: 'H to *'P CP curve parameters for sample PBFP of part 1 (left) and part 2 (right) and the standard
deviation 222

Table 9.6: 'H to 3'P CP curve parameters for sample annealed PBFP of part 1 (left); part 2 (right) and the

deviation error (bottom) 225
Table 9.7: 'H to *'P CP curve parameters for sample NC 5% of part 1 (left) and part 2 (right) 227
Table 9.8: 'H to *'P CP curve parameters for anncaled NC 5% of part one (left) and part two (right) 229

Xvil



Abbreviations and Symbols

A Angstrom

ATP Ambient temperature polymerization
Bo Applied magnetic fickl

bk Dipolar-dipolar coupling constant
Bioc Local magnetic field

CNFs Carbon nanofibers

COSY Correlation spectroscopy

CODEX Centerband-only detection of exchange
CcpP Cross polarization

CSA Chemical shift anisotropy

CW Continuous Wave

DSC Differential scanning spectroscopy
DMA Dynamic mechanical analysis

DP Direct polarization

E, Activation energy

Em Energy of interaction between p and Bo
EXSY Exchange spectroscopy

FID Free induction dccay

FT Fourier transformation

FT-IR Fourier transform infrared spectroscopy
G(7) Autocorrelation function

GPC Gel permeation chromatography

h Dirac constant

HSQC Heteronuclear single quantum correlation
] Nuclear spin quantum number

1 Nuclear spin angular momentum

Iz z-component of 7

J(w) Spectral density

LOIL Limiting Oxygen Index

MAS Magic angle spinning

my Spin quantum number

M, Equilibrium maguetization

MMT Montmorillonite organoclays

Ne The number of nuclei in « state

Np The number of nuclei in f} state

NC Nanocomposite

NMR Nuclear magnetic resonance

NOSY Nuclear Overhauser effect spectroscopy
PBEP Poly[bis(trifluoroethoxy)phosphazene
PCL Polycaprolactone

PDCP Poly(dichlorophosphazene)

PEO Polyethylene oxide

PEVA Polyethylene-co-vinyl acetate

PLA Polylactic acid

PLS Polymer-layered silicate

PMMA Poly(methyl methacrylate)

PVA Polyvinyl alcohol

PVP Poly(Vinylpyrrolidinone)

¥ Gyromagnetic ratio

Ri~, Ra- Polyphosphazene side groups

RF Radiofrequency

ROP Ring opening polymerization

SEM Scanning electron microscopy

T, Spin-lattice relaxation constant

XIX



T,

T lp
T(1)
TEM
Ty
TGA
THF
Tm
TPPM
VT
\WISE
n

Wo

Q

81

Te

A

Spin-spin relaxation constant

Spin-lattice relaxation in the rotating frame
Transition temperature for polyphosphazene
Transmission electron microscopy

Glass transition temperature

Thermal gravimetric analysis
Tetrahydrofuran

Melting temperature

Two pulse phase modulated

Variable temperature

Wideline separation

Nuclear magnetic dipole moment

Larmor frequency

Offset

Chemical shift tensor

Correlation time

Coherence decay constant

XX



CHAPTER 1

SOLID-STATE NUCLEAR MAGNETIC RESONANCE

1.1. THEORETICAL BACKGROUND
1.1.1 History and Introduction
Nuclear magnetic resonance (NMR) spectroscopy is an experimental technique that
explores molecular structure and dynamics through measurement of the interaction
between an oscillating radio-frequency electromagnetic field with a collection of nuclei
immersed in a strong external magnetic field. It determines the physical and chemical
propertics of the atoms or molecules to which the nuclei belong and provides detailed
information containing the structure, dynamics, reaction state, and chemical environment.
Since discovery of the nuclear magnetic resonance phenomenon by Felix Bloch and
Edward Mills Purcell in 1946'2, together with advances in superconducting magnet and
computing power technology, NMR spectroscopy has become an cssential analytical
technique to provide insight into the structural and chemical properties of molecules. Solid-
state NMR has been an area of intense recent research®”’, including studies on proteins®,

polymers’®, inorganic materials'® and nanocomposites'!

1.1.2 Zeeman Interaction

Many atomic nuclei possess spin, which is an intrinsic quantum mechanical property.
The nuclear spin quantum number is conventionally denoted . [ is either a whole or half-
positive integer number, which is determined by vector sum of the intrinsic spin
contributions from the protons and neutrons composing the nucleus. The corresponding

nuclear spin angular momentum 1, is a vector property with magnitude:



[=h/IT+1) 1.1
The corresponding nuclear magnetic dipole moment, p, related to the spin angular
momentum is as follows:

p=yl 1.2
where y is known as the gyromagnetic ratio, which is an intrinsic property of the nucleus
related to its mass to charge ratio.

Classically, when a nuclear magnetic dipole moment is placed in an external
magnetic field, it precesses about an axis defined by the direction of this field. Quantum
mechanically speaking, the nuclear spin vector is restricted to only certain fixed
orientations determined by its azimuthal spin quantum number, mi. Therefore, the
orientation of the spin angular momentum is quantized. The z-component of I, Iz, has a
magnitude given bys:

I; =m;h 1.3
where my =1, (I-1), ..., (I-1), -1, which represent the sub-levels of a given spin state. The
number of these sub-levels is equal to (274+1). In the absence of an external magnetic field,
these states are degenerates and the direction of the angular momentum vector is

completely random, as shown in Figure 1.1.

Figure 1.1: Tsotropic distribution of the angular momentum in the absence of external fields
Boﬂ



In the presence of an cxternal magnetic field, B, these sub-states are no longer
degenerate; where the angular momentum vectors now have an orientation with respect to
the magnetic field direction (commonly assumed to be the z-axis, B = Bo k), with different
energies which is referred to as Zeeman splitting. The energy of interaction between p and
B, can be written as:

E,, = —p+B=—y,B, = —yl,By = -m;hyBy = m;hwg 14

where
" wy = —yBy 1.5
s known as the larmor frequency, and is defined as the rate of precession of a nuclear spin

vector about the external magnetic field direction.

Figure 1.2: The Larmor frequency of nuclei precession about an external field'?

On the other hand, one can consider a macroscopic sample being composed of an
ensemble of randomly oriented spin magnetic vectors. In the presence of an external
magnetic ficld, these vectors will process around the z-axis at their own larmor Frequency.
According to the Boltzmann distribution, the spin states are populated according to the
Boltzmann distribution for (I = 1/2):

-AE
= ekT 1.6
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where Ny refers to the number of nuclei in the lower energy spin (m= +1/2) state, Ng
indicates the population of spins in the higher energy spin (m;=-1/2) state, AE is the energy
difference between spin state o. and state 3, and k is a constant. A very modest difference
between N, and Np results in a slightly higher probability of the magnetic moment being
aligned along the external field direction, giving a non-zero longitudinal net magnetization,

As depicted in Figure 1.3.

Net magnetic moment .
Y
- " Thermal equilibrium
Figure 1.3: Ensemble of spins precessing at moin the presence of the external magnetic field Bo

along Z-axis (left), and the corresponding longitudinal magnetization vector (right)'?

1.1.3 NMR and Energy Level

In general, molecules possess many different energy levels that are determined by
the electronic, vibrational rotational and transitional properties of the molecule. Transitions
between levels cause the spectra we see in most spectroscopies. The energy of transition is
defined as:

AE = hv 1.7
where h is known as Planck’s constant, and v is the frequency of electromagnetic radiation

(in Hz) that causes the transition. AE = E; — E. As shown in Figure 1.4,



hv=E,-E,
v
E, spectrum
energy levels
Figure 1.4; A line in the spectrum is associated with a transition between two energy levels'

Another way to express frequency in angular units is “radians per second” defined

as:

w== (=) 1.8

v and o are related via

£
VALS

V= or W= 2mv 1.9

The energy of a photon of frequency v is given by

E=hv=h==ho 1.10

The Zeeman energy levels differ in energy by AL = h yBo, and the Hamiltonian describing
the interaction of the nucleus with By can be written as'?

Hz=-I.hyBo fory>0 1.11
it is clear from above that, frequency can be expressed as either absolute frequency Hz or
angular frequency rad s, It will be more convenient to use frequency units (Hz)
throughout.

A = 1/2 nucleus has two energy levels characterized by the azimuthal spin quantum

number m, this gives us two values for my as -1/2 and +1/2. In NMR, the energy level

which is m= +1/2 is denoted as « and is assigned as the one with lower energy (with



positive y). The state with #1 = -1/2 is denoted as B, and is assigned as the one with higher
energy. Therefore, if we have two spins in our molecule, each spin can be in either the o or
B state, leading to 4 spin states: v, of}, Bo, Bp, and 3 energy levels as shown in Figure 1.5.
For three spins, we get 8 spin states, with 4 energy levels, and so on.
For the one spin system, there are two cnergy levels labeled « and . The energies of
these two levels, quantum mechanically speaking, are:
E = +3Vou 112
and
Eg = =2Vg4 1.13
where, vo is the Larmor Frequency of the spin.
vo = —YhB, 1.14
In the case of NMR, the energy transition is controlled by the selection rule, which
is related to the quantum number m; only transitions in which m changes by one (up or
down) are allowed. This can be expressed as
Am = m (initial state)~ m (final state) = +1 1.15
In the case of single spin-half
tm=+3- (-3) =1 1.16
so the transition is allowed.
The frequency of the allowed transition can be expressed as:
Vog = Eq— Eg
= —¥%Bvo1— (+% V1) = —Vo, 1.17
The Larmor frequency of a spin depends on its gyromagnetic ratio, v, its chemical

shift 8, and the applied magnetic field, Bo



VO,I = —ﬁ)ﬁ(l + 61)80 1.18

For two spins system, we will denote the shifts of two spins as "I and "2, and the
corresponding Larmor frequency as vg,| and vo2. There are four possible combinations of

the spin states of two spins and these combinations cotrespond to four energy levels, which

are given in the following table.

Table 1.1: Four possible combinations of the spin states and the corresponding four energy
levels of two spins
Number Spin states Energy

1 1 1 1
aa +35 V01t 5 Vo2 712

2 1 1 1
ap t5 V01 ~5Voz Zh,z

3 1 1 1

) Pec "'711‘1’0,1 #* ?Vo,z = %/1.2
pp 5 V01— Vo2 + 211,2

These energies have the general form:

Enimz = MyVg1 +MyVo 2 + mymy)y, 1,19
where m and m are the m values for spins 1 and 2, respectively, and Ji2 is the scalar
coupling in Hz.

For a homonuclear system, where the two nuclei are of the same type, the energy of
the ¢ff and fu states are rather similar, but very different from the other two states. Fora
heteronuclear system, where the two nuclei are of different types, the Larmor frequencies

differ significantly, the four levels are all of markedly different energies. These points are

illustrated in Figure 1.5
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Figure 1.5: Energy levels for two spin system. On the left is a homonuclear system (two

protons); where aff and Pa states have the same energy. On the right is the case for
a carbon 13 - proton pair. The Larmor frequency of proton is about four times that
of carbon -14, and this clear reflected in the diagram, The uf} and fu states now have
substantially different encrgies."

1.1.4 Spectrum

In this case, the quantum number M is found by adding up the m values for each

spins:

M=m;+m; 1.20

The resulting M values for the four levels are:

Table 1.2: Quantum number M values for two spin system with four levels'?
Number Spin states M
1 o |
2 aff 0
3 Pa 0
4 BB -1

Base on the selection rule that M = 1, which means that the allowed transitions are | and
2,3 and 4, 1 and 3, and 2 and 4, The corresponding resulting frequencies can be worked
out easily; for example the 1-2 transition:

vizg = E; - E; 1.21

The complete sets of transitions are:



Table 1.3: The allowed transitions and the corresponding frequency based on the selection rule
for two spin system'?

Transition Spin states Frequency
12 da-af Vo2~ 35 J12
1
34 Bu-pp ~Vo,2 + ) Ji2
13 aa-Ba Vo1~ 7 iz
24 ap-pp —Vo1 + 5 J12

The energy levels and corresponding schematic spectrum are shown in Figure 1.6. Each

allowed transition corresponds to one of the spins flipping from one spin state to the other,

which is the active spin, while the spin state of the other spin remains fixed, which is the

passive spin. This illustrates that the lines of a multiplet can be associated with different

spin states of the coupled (passive) spins.

Figure 1.6:

ol oo

v

frequency

On the left, the energy levels of a two-spin system; the arrows show the allowed
transitions: solid lines for transitions in which spin 1 flips and dotted for those in

which spin 2 flips. On the right, the corresponding spectrum; it is assumed that the
Larmor frequency of spin 2 is greater in magnitude than that of spin 1 and that the

coupling J2 is positive.”

There are another two transitions in this two-spin system, which are not allowed by

the common selection rule, One is between states | and 4 where both spins are active spin,

with a AM value as 2, called as double-quantum transition. Its frequency can be calculated

according to the table of energy as (-vo,1-v0,2). Another transition is between states 2 and 3,

where both spin flip, with a AM values as 0, called zero-quantum transition. Its frequency

is calculated as (-vo,1+v0.2).



The method to calculate energy, to figure the shape of the spectrum, to get the

quantum number for two-spin system can also be applied to three-spin system or multi-

spin system.

1.1.5 The Vector Model

The vector model of NMR spectroscopy is a simple, very visual way of
comprehending the result of radio frequency pulses and delay times in many NMR
experiments. It allows one to visualize the motion of the spin systems by secing the vector
rotation, Although the simple vector model fails to predict the behavior of spin systems in

which there are interactions, the simplicity of the vector model for describing the motion

is unsurpassed.

1.1.6 Larmor Frequency

The angular momentum of a rotating object is a vector that may point in any direction
in space. It is permissible to think of the nucleus as behaving like a magnetic moment with
a magnetic angular momentum that can also be aligned in any direction. The direction of
the spin angular momentum is called the spin polarization axis.

In an NMR experiment, what we observe is a large number of vectors instead of just
one of them, so we need to think about the net effect of those nuclei, as that is what we
observe in the NMR experiment, When a magnetic field (B) is applied, the magnetic
moments are no longer aligned randomly but a net magnetic ficld along the direction of the
applied field is obtained at equilibrium. This is called the bulk magnetization of the sample,
which can be presented by a vector-magnetization vector-aligned along the direction of the
applied field (k = z-axis)

10



The actual response of the spin polarization to an applied field is to move around the
field. The magnetic moment of the spin moves on a cone, keeping a constant angle between
the spin magnetic moment and the field; see Figure 1.7 This motion is called Larmor
precession. The frequency of the Larmor frequency is

wo = -yBo 1.22
in unit of rad s™!, where By is the strength of the applied field and y is the gyromagnetic
ratio.

Most nuclei have positive y, where the Larmor frequency is negative. For nuclei have

a negative value of y, in which case the Larmor frequency is positive.

BO

Figure 1.7: If the magunetization vector is titled away from the z axis it executes a precessional
motion in which the vector sweeps out a cone of constant angle to the magnetic field
divection. The direction of precession shown is for a nucleus with a positive
gyromagnetic ratio and hence a negative Larmor frequency .

There is another way to specify the frequency in units of Hz, or cycles per second.

For example, a Larmor frequency of 100 MHz means that the nuclear spin completes 100

million revolutions around its precession cone every second. It is expressed as:

wo = ~yBo/2n 1.23
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In general, these two frequency units may be converted into each other through the

relationships:

Frequency in units if rad s”' = 2t * (frequency in units of Hz)
Frequency in units of Hz = (frequency in units of rad s™)/2x

1.1.7 FID and Detection

In an NMR experiment, what we actually detect is the precession of the
magnetization vector (the rotating magnetic moment), All we need is a coil with a winding
axis along the xy-plane. As the magnetization rotates, it “cuts” the coil where a current is
induced which we can amplify and then record. This is called free induction signal which
is detected in a pulsed NMR experiment. The coil detects the x-component of the

magnetization which can be calculated as illustrated in Figure 1.8.

My = posinf}
Z
B
posinfd 3
Figure 1.8: Tilting the magnetization through an angle 0 gives an X-component of size o sinp

We can picture what happens to the x- and y-component of the magnetization as Figure 1.9

12
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Figure 1.9: Illustration of the precession of the magnetization vector in the xy-plane, The angle
through which the vector has precessed is given by wet. On the right diagram, we
see the geometry for working out the x and y compounds of the vector

We can deduce that the x- and y- component My, My are
M, = Mgsinf cos (w,t) 1.24 (a)
My = Mgsing sin (wot) 1.24 (b)

where @ = woT, Plots of My and M, are shown in Figure 1.10.

Figure 1.10: Plots of the x- and y- component of the magnetization predicted using the approach
of fig, 9. Fourier transformation of these signals will give rise to the usual spectrum'?

This week electric signal will decay to zero and this process is called a Free Induction
Decay (FID). This time dependent FID signal is amplified and digitized and then
transformed from a time domain to a frequency domain via Fourier Transformation (FT).
The resulting NMR spectrum, which we usually see in our NMR experiment, is a plot of
the signal intensity as a function of frequency, with a peak positioned at the Larmor

frequency of the nucleus of interest. This process of signal detection to obtain the NMR

spectrum is depicted in Figure 1.11.




NMR Spectrum
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Figure 1.11: The process of signal detection for obtaining the NMR spectrum

1.1.8 Pulses

The idea to rotate the Z-magnetization away from it equilibrium is to apply a very
small magnetic field along the x-axis but one that is oscillating at or near to the Larmor
frequency. When this coil is feed with some radiofrequency (RF) power, an oscillating
current is created which in turn creates an oscillating magnetic field along the x- direction.
The RF wave is arranged as its magnetic field oscillates along a direction perpendicular to
the Bo ficld. We can label this component as 28(f). A RF transmitter produces this
frequency. Such an oscillating field can be thought as the sum of two component rotating
about By in opposite directions which be written as +axf and - @ respectively. This two

counter-rotating ficlds have the same magnitude Bi. One denoted B;" rotates in the positive

14



sense, and the other, denoted By, rotates in the negative sense. The component that rotates
in the same direction as the precession of the magnetization of Mo has significant effect on
Mo. For a positive gyromagnetic ratio nucleus, By is in the same direction of rotation that

has significant interaction with the magnetization, and the other field, B;* will be ignored

from now on.

1.1.9 Rotating Frame

We can employ a co-ordinate frame that is rotating about the z-axis in the same
direction and at the same rate as By’ called the rotating frame. In this rotating frame, B\

appears to be static and directed along the x-axis of the rotating frame, as shown in Figure
J \/[j 6

IR €

Figure 1.12:  The top row shows a field rotating at —wore when viewed in a fixed frame, the same
ficld viewed in a set of axes rotating at g appears to be static'?

.12,

In this way, a difficult time-dependent problem is reduced to a simpler form. From

now on we will work in the rotating frame.
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1.1.10 Larmor Precession in the Rotating Frame

In the rotating frame the magnetization will appear to be static, the apparent Larmor
frequency is zero. In the general case, if the rotating frame is at frequency @, the Larmor
frequency will be at (wo-of) this difference is called offset and given the symbol as Q

€ = @o~0r 1.25
We can easily calculate the apparent magnetic field B, which is also called reduced field,

from the apparent Larmor frequency,

Q=-yAB 1.26
Hence

AB = -Qly 1.27
When the rotating frame rotates at the Larmor frequency, the offset would be zero, so will
be the apparent ficld. So the weak RF field can affect the magnetization in the presence of
the very strong Bo field. In the rotating frame, Bo shrinks, and under right conditions can

become small enough that the RF ficld is dominate.

1.1,11 The Effective Field

In the rotating frame, the apparent ficld along z-axis and RF field along x-axis added

to give an effective field, Berr as illustrated in Figure 1.13

A

Figure 1.13:  The effective field in the rotating frame'*
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The effective Larmor frequency about this effective field is given by

@eft = YBefr 1.28
The angle between AB and Be is called the tilt angle. By making the offset smaller, the
effective field lies more close to the xy-plane, when the offsct is zero, the magnetization
will be rotated from Z to xy plane. When the transmitter frequency is the same as Larmor
frequency, the pulse is said to be on resonance. Under this condition, the offset, the reduced
field is all zero, and the effective field is equal to B and lies along the x-axis, the tilt angle
is 90.

If the RF would be applied for a time t,, the angle 0, through which the magnetization

would be rotated, is given by

@ = oxt 1.29
0 is called the flip angle of the pulse. By changing the time the pulse will be applied, we
can choose the angle the magnetization is rotated. In most experiment, the commonly used
flip angles are 90° and 180°. The motion of the magnetization vector during an on resonance

90° and 180° pulse are shown in Figure 1.14

~N\J =

Figure 1,14: A “grapefruit” diagram in which the thick line shows the motion of a magnetization
vector during an on-resonance pulse. The magnetization is assumed to start out along
+z, In (a) the pulse flip angle is 90°, The effective field lies along the x-axis and so
the magnetization precesses in the yz -plane, The rotation is in the positive sense
about x so the maguetization moves toward the —~y axis. In {(b) the pulse flip angle is
180% and so the magnetization ends up along —z."
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1.2. NUCLEAR SPIN INTERACTION

1.2.1 Chemical Shift

Theoretically, we expect an isolated spin I = 1/2 nucleus should give rise to a single
narrow peak that reflects its Larmor frequency in a specific applied field Bo. However,
experimentally, this is incorrect. For example, protons from -CHz groups of ethanol
molecules show a slightly different Larmor frequency than protons located in the -CHa
groups.

A phenomenon known as shielding (or deshielding) causes the slight shift of the
resonance frequency with respect to the Larmor frequency. The shifted signal position is
determined by its offset frequency with respect to the Larmor frequency, which is
approximated by the frequency of a reference material particular to each nucleus of interest.
For example, for 'H and 1*C, the primary reference compound is tetramethylsilane (TMS)
and the secondary reference is adamantane. This shift is called chemical shift and is
expressed in parts per million (ppm) of the reference frequency and the expression is shown
in equation.

3 = (0% s/ s 1.30
where @rus is the Larmor frequency of a spin in the reference compound(TMS) exposed
to the same applied field.

Sref= (Wrer-0%rms)/ 0 1ms 1.31
Srer correspond to the exact center of the NMR spectrum on the ppm scale.

Qo= 0" wref = (8-8ref) @° 1.32

Here, we ignore the fine distinction between oo and & ims.

18



Shiclding arises from the electrons in the atomic shells, and in the chemical bonds
that holds the molecules together. The mechanism of chemical shift is (i) the external
magnetic field Bo induces cuirent in the electron cloud within the molecule. (ii) The
circulating currents in turn generate a magnetic field (called the induced field Bjindueed),

These small fields add to or subtract from the external magnetic field.

Figure 1.15;  Mechanism of the chemical shift'®

leoc =B 0+Bjinduccd 1.33
The shielding interaction depends on the orientation of the molecular frame with
respect to the external field, and is linearly proportional to the applied field, it may be

written

Bjinduced o 8] BO 1.34

&' is called chemical shift tensor, represented by a 3 * 3 matrix of real numbers

Bil’r;‘duced 81‘ " 8!{ . SLZ 0
oo )« 4, o )-(3)
Bjnduce S Oy 8

The tensor is represented in the laboratory frame and is often transformed to Principal
Axis System (PAS). For every nucleus, those three directions of the PAS are when the

induced field is parallel to the external field. The induced field is parallel to the applied

19



field whenever the applied field is in one of those special directions, One of the examples

is shown in Figure 1.16.
applied field

applied field

inchiced field

Figure 1.16: If the static magnetic is applied along a principal axis direction, the induced field is
parallel to the static field"

The tensor matrix in PAS frame is shown as

84 0 0
SpAs =|0 822 0 1.36
0 0 &5

The “off diagonal” shift tensor elements, such as dxz, dyz are zero in the PAS frame system.
The average of the tensor is known as a relative isotropic chemical shift as is expressed as

liso = 1/3 (Fxx+ Slyy +8/22) 1.37
If all three principal values are equal, then the chemical shift tensor is said to be isotropic,
otherwise the chemical shift tensor is said to be anisotropic. The chemical shift anisotropic
(CSA) quantifies the deviation from isotropy. Conventionally,

|8z — 8150 = |8hy — 81°°] = |8}y — 5] 1.38
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The CSA is the largest deviation in chemical shift from the isotropic value (including the
sign)

8150 = 877 — Fiso 1.39
The CSA interaction affects the spectra in liquids and solids quite differently. In solution
NMR, The rapid random tumbling averages the CSA NMR interaction and spectra consist
of a series of very sharp transitions. This rapid motion cause the CSA term to cause
randomly fluctuating fields and thus accelerate the relaxation mechanism. By contrast, in
solid state, the samples have different orientation with respect to the applied field, thus the
CSA cause inhomogeneous broadening of the signal, which is a result of superimposition
of peaks with different chemical shifts due to various orientations, giving rise to a powder

pattern.

non-axial
CSA tensor

axial synunetry
B11=522

axlal synmnetry

822=533 b A _L_& LT

$11=822=333

W

Figure 1.17: Inhomogencous line broadening mechanism in NMR spectra caused by CSA.,
Powder pattern characterized by the three different tensor component (top); powder
pattern characterized by reduced chemical shift tensor in the case of axial symmetry
along bond axis (middle); and single peaks at dis, as a result of fast isotropic motion
(bottom)

Tensor components can be scaled down in the molecules that exhibit fast dynamics.

For example, a methy! group that has rapid rotation about the CH3-X bond axis leads to
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axial symmetry in the tensor along the bond that results in two principal components
becoming equal. (Figure 1.17, middle). Fast isotropic motion cause all three tensor
components to become equalized; hence, all orientations have the same shielding, leaving
one narrow peak at iso, as shown in the bottom of Figure 1.17,

The symmetry reflected by the tensor components is the result of a combination of
the symmetry in the clectron density surrounding the nucleus and the symmetry of any

motion that the system undergoes.

1.2.2 Dipolar Coupling

Since each nuclear spin is a magnetic, it generates a magnetic field, looping around
in its surrounding space, according to the direction of the spin magnetic moment. A second
nuclear spin interacts with this magnetic field. The first nuclear spin also experience the
field generated by the second nuclear spin, so the interaction is a mutual process. This
interaction is called direct dipole-dipole coupling or through space dipole-dipole coupling
and can occur between spins of the same or different type of nuclei.

This interaction is proportional to the angle between the coupling vector and the
direction of the applied magnetic field, and is inversely proportional to the cube of the
internuclear distance, The magnitude of this interaction is given by the dipolar-dipolar
coupling constant as presented

an
jo is called the permeability of vacuum and is a physical constant at 4z X 107 Hm™, vj and y«

are the gyromagnetic ratios of the two spins and r is distance between them,
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Figure 1.18: The direct dipolar coupling between two spins, A and B in the presence of an
external magnetic field, Bo

It can be characterized by a symmetric and traceless tensor, meaning that the interaction is
symmetric between the two nuclei, and there is no isotropic dipolar coupling.

In solid-state powder sample, every magnetic spin is coupled to every other magnetic
spin; dipolar coupling leads to severely broaden NMR spectra. In solution, molecules
reorient quickly; nuclear spins feel a time average of the spatial part of the dipolar
interaction < 3cos®8 -1> over all orientations.

Strong homonuclear coupling gives rise to homonuclear line broadening, which can
limit spectral resolution severely. Heteronuclear interactions do not give rise to

homogeneous broadening and can be efficiently surprised using decoupling sequences.

1.2.3 Quadrupolar Nuclei

Quadrupolar nuclei have spins > 1/2, and an asymmetric distribution of nucleons
giving rise to a non-spherical positive electric charge distribution; this is in contrast to spin
[ = 1/2 nuclei, which have a spherical distribution of positive electric charge. The difference
are shown in Figure 1.19. This interaction is beyond the scope of this work and is the

subject of an entire sub-discipline of NMR where unique techniques have been developed

to obtain high-resolution spectra.
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Figure 1,19: spin [ = 1/2 nuclei has a spherical positive electric charge (lefl); quadrupolar
nuclei has a non-spherical positive electric charge distribution (right)

1.3. NMR RELAXATION

Relaxation is the process where the spins in a sample return to equilibrium, when the
population of the energy levels are those predicted by Boltzmann distribution and where
no transverse magnetization and hence no coherences present in the system.
Experimentally, the rate of spin-lattice relaxation determines how fast an experiment can
be repeated. Therefore, it is important to get knowledge how relaxation can be measured
and the factor that influence its values. The rate of relaxation is influenced by physical
properties, such as elasticity, flow rate, plasticity, etc. of the molecule and the sample, so
the study of relaxation can give us the information on these properties.

We know when a NMR sample is placed in a static magnetic field, a net
magnetization of the sample along the direction of By (traditionally the z-axis) is developed,
and magnetization parallel to the applied field is termed longitudinal magnetization. This
equilibrium magnetization (M) atises from the difference in population between the levels
of o and 3 spin states.

M, & (ng-np) 1.41

where nq and np are the population of o and f3 energy level.
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Suppose at certain time t, nq and ng are not at equilibrium values, then for the system
to reach equilibrium the population of one level must increase, and the other must decrease.
So there must be a transition between these two levels. It is this process which cause
relaxation.

We can make an assumption that the transition from o to 3 is proportional to ne, and
is a first order process with rate W. Base on this assumption, the rate of population loss
from o state is Waq, and the corresponding loss of population of state B is Wap. Then we
can write: the change of population of state « is:

a=-Wny +Wnp 1.42
because a transition from B to « caused the population of level a to decrease, and a transition
from P to o cause the population of state o to increase. The rate of population change of o

and P state can be written using the language of calculus as

d

%= —Wng +Wng 1.43 (a)
dn

—& = —Wng + Wn, 1.43 (b)

At equilibrium, the population of state o exceeds that of state B, which is determined

by Boltzmann distribution. So we can modify above equation as:

92%5 = W(ng — ng) — W(ng —ng) 1.44 (a)
T2 = W(ng — n) ~ W(ng —n) : 1.44 (b)

where n.” and ng® is the population at equilibrium for state o and state f.
We can work out how the Z-magnetization changes over time:

sz _ d(na = n‘;) _ dna dn[;
dt — dt Todt dt

= W(ng — n}) — W(ng — nQ) — W(ng — n%) + W(ng — ng)
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= —2W(n, —ng) + 2W(n§ —n3) = 2W(Mz; —M3) 145
where M2 = (n.%-ng°), the equilibrium z-magnetization.
when M= M,?, the system is at equilibrium, otherwise, there is a rate change of M, and
this rate is proportional to the difference between M and M.’
This equation leads to a differential expression as:

T = —Ry (Mg () — M9) 1.46

where R, =2W

This equation after integration and rearrangement:

[ [ e

In(Mz(t) — M?) = —R,t + const

Mz(t) - Mg .
‘ [m——m—] e

M, () = [M,(0) — MZ] exp(—R,t) + M] 1.47
This equation indicates that the z-magnetization returns from M,(0) to M, following an
exponential law. The time constant of the exponential is 1/R; or 1/2W, and this is often

called Ty, which is referred as the longitudinal or spin-lattice relaxation time.

1.3.1 Relaxation and Molecular Motion

The relaxation process is induced by field fluctuation due to molecular motion.
Nuclei are in constant vibrational and rotational motion within its lattice structure, creating
a complex time dependent magnetic field.

A few definitions:

The correlation time-tc (Tau-c): represents the time for a molecular reorient by | radian.
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The spectral density J{w) describes the ranges of frequency motion that are present,

Molecules tumbling at different rate, the range of rates up to the maximum rate of (1/1¢).
The source of magnetic fields which give rise to relaxation and the origin of their

time dependence are referred to as relaxation mechanism. There are several relaxation

mechanisms, among these only a few are really important for spin [ = 1/2 nuclei.

1.3.1.1 Paramagnetic relaxation

Molecular motion modulates the electric field from unpaired electron spin, the large
magnetic moment of the unpaired electrons means that paramagnetic species in solution
are particularly effective at promoting relaxation, because there is dipole relaxation by the
clectrons magnetic field and a transfer of unpaired electron density to the relaxing nucleus.

Such species include dissolved oxygen and certain transition metal compounds,

1.3.1.2 The dipolar mechanism

We have learned that dipolar interaction is a mutual process and the degree of
interaction depends on the inverse cube of the distance between the two nuclei and the
direction of the vector that joins the two nuclei relative to the applied field. As the molecule
tumbling, the direction of this vector changes and so the corresponding magnetic ficld
changes, changes in the distance between the two nuclei also cause this time dependent
magnetic field change.

The pair of mutual interacting nuclei can be in the same or different molecules,
resulting intra- and inter- molecular relaxation. Since nuclei in the same molecule can

approach much more closely, intra-molecular relaxation is dominant.
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The relaxation induced by dipolar coupling interaction is proportional to the square

of the coupling. Thus:

vivie 1.48
where y) and y2 are the gyromagnetic ratios of the two coupled nuclei. r2 is the distance
between them.

The equation indicates that the nuclei with high gyromagnetic ratios are most
efficient at promoting relaxation. For example, a proton-proton pair will relax 16 times
faster than a carbon-proton pair. Dipolar relaxation cannot only distribute energy from one
‘of the spins to the other, but also provides a path by which energy can be transferred

between the lattice and the spins.

1.3.1.3 The chemical shift anisotropy mechanism

The magnetic field sensed by the nucleus depends on the chemical shift tensor in the
molecule. We know that the chemical shift depends on the CSA, which is responsible for
the very wide line width observed in a solid sample. In solution, the CSA is averaged out
by molecular tumbling and a sharp isotropic shift is observed, but the time modulation of
the shielding can cause relaxation, in the absence of other mechanisms because this
mechanism is field dependent.

CSA is an important relaxation mechanism for nuclei with large chemical shift range,

for example on *'P and on cadmium-113, but is usually insignificant for protons.
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1.3.1.4 Electric Quadrupolar Relaxation

For nuclei with spin [ > 1/2, it is characterized by the non-spherical distribution of
electrical charges and possesses an electric magnetic moment. The quadrupolar coupling
constant is in the MHz range. As this relaxation is very large, it dominates over all other
mechanisms. This relaxation mainly depends on the quadrupole moment of the nucleus and

the electric field gradient, indicating that in a symmetrical environment, the quadrupolar

coupling is zero.

1.3.2 The Inversion Recovery Experiment (Ty)

Inversion recovery experiment is a method for measuring the longitudinal relaxation
time constant of the spin, T. The value of T provides valuable information as to the motion

and dynamics of molecules, The pulse sequence is given by:

90°,
'c

Figure 1.20: Inversion-recovery pulse sequence'®

180°,

The single-headed arrow indicates that the experiment is performed in an arrayed fashion;
the pulse is repeated, with different values of intervals 1.

The first 7ix pulse in the sequence generates an inverted population distribution, then
the population relax back towards thermal equilibrium during the interval t, the second #/2
pulse converts the population difference into coherence, which induces an NMR signal.

The magnitude of the relaxation time depends highly on the type of nuclei (nuclei

with spin 1/2 and low magnetogyric ratio have usually long relaxation time whereas nuclei
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with spin > 1/2 have very short relaxation time), and on other factors, such as the physical
state (solid or liquid state), on the viscosity of the solution, the temperature. etc..

M, = My (1 — 2exp(—1/Ty)) 1.49
Can be used to calculate the T after rearrangement

slope = -1/T 1.50

1.3.3 Transverse relaxation (T2)

We have mentioned that relaxation involve two processes: the population returning
to equilibrium and the transverse magnetization decaying to zero. We have discussed the
first of these two. The second, where the transverse magnetization decays, is called
transverse or spin-spin relaxation,

The transverse contribution behaves in a more complex way as the net transverse
magnetization precessing at the Larmor frequency in the transverse plane. We can represent
each of the contribution as a vector precessing in the transverse plane. At equilibrium, all
the individual contribution will direct in random direction and cancel each other; the net
magnetization would be zero in the transverse plane. A RF pulse applied to equilibrium
magnetization generates transverse magnetization where all the contribution together has a

preference for one direction, which is described as coherence in quantum mechanics. As

shown in Figure 1,21,
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Figure 1.21:  Partial alignment of spins in the transverse plane'®

Transverse relaxation destroys this coherence by destroying the alignment of the
individual contributions. One way to destroy this coherence is to make the vector get out
step with each another as a result of precessing at different Larmor frequency; it does not
require transitions, just a field to cause a local variation in the magnetic field.

The spin echo pulse sequence is as follows:

90°, 180°,

1/2 1/2 | 1
‘c

Figure 1.22: spin echo pulse sequence

The Hahn echo is constituted by a 90 degree pulse that flips the magnetization in the XY
plane, during the first ©/2 delay, the magnetization evolve according to its chemical shift
and field inhomogeneity. Then a 180° pulse is applied, which corresponds to a reversal of
the inhomogeneous part of the signal decay. The 180° pulse causes the magnetization
vector to be set up in such a way that the signal grows bigger rather than smaller,

M, = My exp (- %) 1.51

can be used after rearrangement to calculate the T2 value in excel with
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Slope =—(1/132) 1.52
The NMR spectra peak is Lorentzian shape with a finite line width, As shown on
the diagram, the peak width at half-height, measure in rad/s, is equal to 2/T>=2), where A

is called coherence decay rate constant, and is the inverse of the transverse relaxation time

constant,

A=1/T2 1.53
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Figure 1,23:  Full width at half-height
The peak-width in units of Herts is given by 2M2xn = M = 1/aT>
Note that a rapid decay of the transverse magnetization means a small value for Tz,

and corresponds to a broad spectral peak, while a slow decay of the transverse

magnetization corresponds to a narrow spectral peak.

1.3.4 Spin Locking Measurement of T1p

Tip is the spin-lattice relaxation in the rotating frame. A resonant RF field is applied
to suppress the free evolution of transverse magnetization, locking it to a particular

direction in the rotating frame.

A typical spin-locking pulse sequence is as follows:
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Figure 1.24: Spin lock pulse sequence

The NMR signal intensity is measured as a function of the spin-lock duration t. The
first /2 pulse converts the initial magnetization which is firstly along z-axis into transverse
magnetization along the x-axis in the rotating frame. The phase of the RF field is switched
to ¢=0, making the rotating frame RF field is along the x-axis. The applied RF is large
énough that the transverse magnetization is unable to precess away from the x-axis, which
is called spin locked. After time 1, the locking field is turned off, releasing the transverse
magnetization and generating a NMR signal.

The equation governing Ty, relaxation is the exact same as that governing T,

M. = Mg exp(—1/Typ) 1.54
can be rearranged and used to calculate the T, value with

slope = 1/Tp 1.55

1.3.5 Relaxation and correlation time
1.3.5.1 Autocorrelation function and correlation times

Consider a set of isolated spins I = 1/2, when put in the magnetic field, Bo, they all
experience the same static magnetic ficld along the z-axis, and each spin experiences its
own small local magnetic field Bioc(t) due to its neighboring spins that fluctuates with time,
This fluctuating transverse field can be expressed as follows:

The average local field over time is zero
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(Bloc(t)) =0 1.56
The mean square local field is not equal to zero

(BE,(1) # 0 1.57
It has a positive non-zero value.
The autocorrelation function
where 7 is a short time interval. A quickly decaying correlation function with respect to t

has a rapidly fluctuating local field as presented in Figure 1.25 (a). On the other hand, a

slowly decaying autocorrelation function has in its origin a slowly fluctuating local field as

shown in Figure 1.25 (b).

G(1) G(v)

<B 2>

0 == 0 e
T T

Figure 1.25: (a) Autocorrelation function of a rapidly fluctuating field; (b) Autocorrelation
function of a slowly fluctuating field

The decay and form of the autocorrelation function G(t) is of great importance for nuclear
spin relaxation. The fluctuating field is spin independent, meaning that the autocortelation
function is independent of the time point ¢. This called the stationary assumption.

The general physical meaning of the autocorrelation function is to compare the

fluctuating field at any time point ¢ with its value at ¢ + 7. If the interval 7 is small compared
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with ¢, the values of the field at the two points tend to be similar, as illustrated in Figure
1.26. If the interval t is long compared with the time scale of the fluctuation 7, the similarity

of the field at these two time points is lost. As illustrated in Figure 1.27.

B, t t+1 B, t ,K
AN A AVAM
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Figurel,26: Comparison of the fields at Figure 1.27: Comparison of fields at
short time interval long time interval

Generally, the autocorrelation function G(t) tends to be large for small value of t, and
tends to zero for large 1. This can be represented in a simple exponential form of the

autocorrelation function:

G(x) = (B}, e 1/ 1.59
where 1. is called the correlation time of the fluctuating field , meaning the time it takes the
spin to rotate through one radian. Rapidly moving spins have a rapidly fluctuating field

with a very short 1., whereas slowly moving spins have a slowly fluctuating field with a

very long e,

1.3.5.2 Spectral density

Spectral density J(w) plays an important role in NMR relaxation theory. It is defined
as twice the Fourier transform of the autocorrelation function:
J(w) =2 fow G(t)exp{—iwt}dt 1.60

Explicitly, the spectral density can be written as:
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J(@) = 2{ Bio) s L1

1+w
For rapidly fluctuating local fields, the correlation time is short and the spectral density
function is broad, as is represented in Figure 1,28.

J(w)

-1000 -500 O 500 1000
/21

Figure 1.28: Spectra density of a rapid fluctuating field (t.= 0.2 ns)

For slowly fluctuating local fields, the correlation time is long and the spectral

density function is narrow, as shown in Figure 1,29,

J(n)\
1 ! I

-1000 -500 0O 500 1000
®/2n

Figure 1,29:  Spectral density of a slowly fluctuating field (1.=2 ns)

Normally, normalized spectral density is denoted as follows:

= 1y — T
(@) = Alwi ") = 171
1.3.5.3 Transition probability

This fluctuating local field induces transitions between the spin state o and 8. The

transition probability per unit time from state |«> to state |[3> is defined as

W = (Bl [*) L72
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Similarly, the transition probability per unit time from state |3> to state |o> is defined
as
W, =t |{a] )% 1.73
The subscripts + and — used in the notation for transition probability refer to the
change in the angular momentum along the z-axis. The derived transition probability for
the random field model is given as:
W. = W, = y%(Bo))(wo) 1.74
The transition probability for the two directions are predicted as equal and are

proportional to the spectral density of the random field at the Larmor frequency o.

I(w)

' | | )

(1]
o 0 ®

Figure 1.30: For a fluctuating field, the transition probabilities are proportional to the spectral
density at the Larmor frequency wo

1.3.5.4 Spin-lattice relaxation and motion

The kinetic equation for the population in stare Ja> is defined as:

S p% = ~W_p< + W, pf 1.75

Similarly, the kinetic equation for the population in state |3> is defined as:
< pP = +W_p% — W, pf 1.76

The spin magnetization vector along the z-axis is proportional to the difference in the

populations of the spin states and is defined as:
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M, = 2B 1(p% — p#) 1.77
After normalization and some rearrangement the z-component of the normalized
magnetization vector has the form:

dith = —2W(M, — 1) 1.78
The equation of motion can be written as:

M, (1) = (M,(0) — e Wt +1 1.79

The spin-lattice relaxation time is equal to:

Tt =2W 1.80
Meaning that the spin-lattice relaxation rate is equal to twice the mean transition probability

per unit time between the states.
The expression for the spin-lattice relaxation rate can be expressed as:

Tl = y2 (B,’g)m 1.81
The relationship between relaxation time constant and correlation time can be expressed
as:

Ty = ==+ 0gt] 1.82

B tre

When the correlation time is small; approaching zero, in the fast motion regime, the
relaxation time constant is proportional to 1/1¢, as seen in Figure 1.31. Conversely when
the correlation time is large approaching infinity, in the slow motion, the relaxation time

constant is propottional to tc. This curve exhibits a minimum when the correlation time

equals 1/wo.
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Figure 1.31: The spin-attice relaxation time constant as a function of correlation time

1.3.5.4.1 Relaxation time corresponding to temperature and activation energy

Consider a motion process from A to B, which is governed by rate k, and k equals

1/1¢. As in the equation 1,83

k = = = AeABa/RT 1.83
Tc
After rearrangement
T, = AeSE/RT 1.84

Assuming that E, is small and positive, one can say that 1. is inversely proportional

to temperature to first order.

Now the Equation 1.81 can be expressed as:

Ty = ——[ Tremp + 3 ] 1.85

a<B> Ttengp

The plot of relaxation time with respect to temperature is shown in Figure 1.32.
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Figure. 1,32: relaxation with respect to temperature

At high temperature, the relaxation time constant is in the fast motion regime where
the relaxation time is directly proportion to temperature, meaning that the relaxation time
increases with increasing temperature; also the relaxation time constant is directly
proportional to the rate of the process rate constant k. Therefore, the relaxation time
constant can be used as proxy for the rate constant in the fast motion regime.

At low temperature range, the relaxation time constant is in the slow motion regime
where the relaxation time is essentially inversely proportionally to temperature, meaning
that the relaxation time decreases with increasing temperature. Furthermore, as the
relaxation time constant is inversely proportional to the rate constant. When using the
relaxation time constant as a proxy for the rate in the slow motion regime it will lead to
negative valued activation energies.

In summary, the fast motion regime is characterized by increasing relaxation time
with increasing temperature, and thus gives rise to positive activation energy values.
Conversely, the slow motion regime is characterized by decreasing relaxation time with
increasing temperature and is typified by negative active energies. The temperature

behavior of T, is the same as T1, where the boundary the fast and slow motion regime is
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determined by 7. = 1/ wo. While for T2, since the relaxation time constant always increases
with temperature, the activation energy will always be positive, regardless of the relevant

motional regime.

1.3.5.5 Dipole-dipole relaxation

For a weakly coupled AX spin system, there is a spin /) coupled to a spin /2, amongst
which, four energy eigenstates and 12 transition probabilities exist. There are eight single
quantum transitions, four double quantum transitions and four zero quantum transitions,

each with different probabilities: as illustrated in Figure 1.33.
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Figure 1.33:  (a) Single quantum transition probability in a homonuclear AX system; (b) Double
and zero quantum transition probability in a homonuclear AX system

The single-quantum transition probability which is denoted as W) can be expressed as:
3
Wy = =b?](wo) 1.86
where J(wo) is the spectral density of the dipole-dipole coupling at the Larmor frequency

®o.

The double quantum transition probability is given by:
W, = 2b2J(20) 1.87

where J(2wo) is the spectral density at twice the Larmor frequency.

Similarly, the zero quantum transition probability is given as:
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W, = 5% (0) 1.88
where J(0) is the spectral density at zero frequency.
The longitudinal relaxation rate constant can be expressed as:
T = = b2(J(wo) + 4)(200)} 1.89
The transverse relaxation rate constant T2 can be expressed as:
Ty = =b2(3J(0) + 5](wo) + 2J(200)} 1.90
The relaxation times T and T2 are plotted as a function of correlation time in Figure

1.34.
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Figure 1,34:  variation of Ty and T2 with correlation time, for intramolecular dipole-dipole
relaxation

At very short rotational correlation times, the values of T1 and T are equal. This is
called the extreme narrowing limit. As the correlation time increases, T| passes through a
minimum and then increases. The transverse relaxation time constant T2, on the other hand,
continues to decrease. T2 is most efficient when the rate of motion driving the T relaxation
is on the order of 10-1000Hz, which is similar to the NMR linewidth.

The T\/T; ratio can be used as indication for the rigidity of the nuclear environment.
Equation 1.89 and 1.90 are used to give Equation 1.91

Ty 10 + 37wjté + 12w4Te

—_—= 1.91
Ty 10 + 16w31E
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For fast motion, where ®oTe << |

TiT2— 1
For slow motion,
®ote >> 10
where, for example 3'P at 202 MHz or 'F at 470 MHz, the correlation time is larger than
50 or 20 ns, respectively:
TyT2— -i- wit?
The T1/T> with respect to correlation time is given in Figure 1.35.
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Figure 1.35: T1/T2 with respect to correlation time

In the limit where the T/T2 approaches %w%rcz , it can be used to the correlation time

which in turn indicates mobility in the immediate nuclear environment. Large T\/T2 value
represents long correlation times and thus rigidity. While small T1/T> values arise from
short correlation times and hence indicate mobility. For example, for 3'P at 202.34 MHz,
T1/T2 with a value near 100, has corresponding correlation time around 60 ns, whereas for
T)/T2 value near 30,000, has corresponding correlation time around [ ps.

Spin-lattice relaxation time in the rotating frame (Tp) is defined as:

Tit = = b2(3)(wy) + 5](wo) + 2J(2wo) 1.92
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Analogues to Equation 1.85, which suggests the minimum in T} is determined by
J(0). Equation 1.87 suggests the minimum of the T, curve is determined by J(w,). This
means that at spin locking frequency used experimentally, 10-100 kHz, renders Tip
sensitive to correlation time on the millisecond time scale. In contrast, T) and T, are
sensitive to motion at the second or nano-second time scales respectively. Therefore, T,
gives insight into motion not accessible by T, and T, which are very commonly
encountered in the solid-state NMR. In fact, Ty, allows you to select the time scale of
motion to which it is sensitive, Unlike T and T2 which are determined by the fixed field

strength of the instrument. That is why T\, measurement is commonly used in material

science,

1.4, NMR TECHNIQUES FOR SOLID-STATE MATERIALS

Over the last few decades, NMR spectroscopy has grown to be an indispensable
technique for chemical analysis, structure determination, and the study of dynamics in
organic, inorganic, and biological systems. Although most NMR experiments are
performed on liquid state samples, solid-state NMR spectroscopy is rapidly emerging as a
powerful tool for the study of solid samples and materials, In the following section, some

routine NMR techniques or methods relevant to the contents in this thesis will be

introduced.

1.4.1 Magic Angle Spinning (MAS)

The Hamiltonians for nuclear spin interaction, including chemical shielding

interaction, dipolar coupling and quadrupolar interaction are isotropic, meaning that these
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magnetic coupling depends on the relative orientation of the molecule or crystallite with
respect to the external applied magnetic field Bo. In solution, rapid isotropic tumbling
averages this spatial component to zero. For solids materials, however, the orientation
depend remain in the Hamiltonians, leading to a broad spectrum for powder samples in
NMR experiments. In the late 1950s, Andrew, E. R, Bradbury, A. and Eades, R. G.'® and
Lowe'” independently realized that if the sample rotates around an axis that is tilted at the
so-called “magic angle” (at 54.74) 1518, with respect to Bo, some anisotropic nuclear spin
interactions can be removed. Because the time dependent term 3cos® 6 - | = 0 when 0=
54.74 .The magic angle can be represented as an angle between the Z-axis and the body

diagonal in a unit cube. As shown in Figure 1.36.

X

Figure 1.36:  Geometrical interpretation of the magic angle (left); sample rotation at the magic
angle in solid-state NMR (right).

Strong homonuclear coupling that give rise to extreme homogeneous line broadening
can only be removed when the rate of MAS is greater than or equal to the magnitude of the
anisotropic interaction. If the sample is spun at a rate less than the magnitude of the
anisotropic interaction, a manifold of spinning sidebands will be observed, which are

separated by the rate of spinning (in Hz). An example is presented in Figure 1.37.
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Figure 1.37: MAS NMR spectrum with a sideband pattern due to insufficient spinning speed
(top); the same spectrum but obtained at higher spinning speed (bottom)
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The isotropic center-band can be identified since it remains in the same position at different
spinning rates. As seen in Figure 1.35,

Magic angle spinning is one of the most important NMR techniques for the
improvement of the spectral resolution for solids. Since 1958, NMR spectroscopy became
a more powerful tool for characterization solid state materials'®, especially with the
development of technology that allows high stable spinning speed, and most of the NMR

pulse sequence are designed to be utilized in combination with magic angle spinning.

1.4.2 Decoupling

From our discussion above, we know that spins interact with each other in various
ways, among which are: scalar coupling and nuclear dipole-dipole interactions, and may
result in splitting patterns and inhomogeneous line broadening in NMR spectra.
Decoupling consists of irradiating a system of interacting spins continuously and observing
the effect on the spectrum, Decoupling is termed as hetero-nuclear decoupling if the

observed and irradiated nuclei are different nuclear species or homonuclear if they are the

same,
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Since much of the line broadening in '*C NMR spectra of solids is due to dipolar
coupling to protons, so we may apply strong continuous RF at proton resonance frequency.
Because the interaction maybe of the order of tens of kilohertz, this would totally obscure
any chemical shift information if the proton decoupling were not employed. The familiar
liquid state J-coupling also plays a role in the solid state. The J-coupling interaction has an
anisotropic part that is manifest in solids and cannot be casily distinguished from the
through space coupling, because both follow the same tonsorial behavior with respect to
rotation.

Standards high power proton decoupling in the solid state involves continuous wave
(CW) decoupling. Another technique which provides improvement in both resolution ad
sensitivity of the dilute-spin spectrum is known as two pulse phase modulated (TPPM)
decoupling. Experimentally, there is an additional pulse length and phase which must be
optimized when use TPPM decoupling. Combined MAS and dipolar decoupling will

remove both CSA and dipolar broadening. The MAS serve to remove the CSA and any

residual dipolar broadening.

1.4.3 Cross Polarization

We can enhance the intensity of the NMR signals from low-r nuclei by alternating
population distribution. We use spin-spin coupling to transfer the population
characterization of high y nuclei to low y nuclei. In the analogous solid-state experiment,
the polarizations of low y nuclei are altered by exploiting the dipolar coupling to high y

nuclei. This experiment is known as “cross polarization”
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Cross polarization is one of the most important techniques in solid-state NMR. The overall
effect is to enhance signal to noise (S/N):

1.Cross polarization enhance signal from dilute spins potentially by a factor of yi/ys, where
I is the abundant spin, such as 'H, '°F, and S is the dilute spin, such as '*C, '*N.
2. Since abundant spins are strongly dipolar coupled, they are therefore subject to large
fluctuating magnetic fields resulting from motion. This induces rapid spin-lattice relaxation
at the abundant nuclei. The end result is that one does not have to wait for slowly relaxation
dilute nuclei to relax, rather the recycle delay is dependent upon the T values of protons,
fluorine, which is shorter than difute nuclei,
The cross polarization pulse sequence is:

'H (rt/2)y — (CP)y — CW

2C (CP) — Acquire

The sequence is more easily seen in Figure 1.38

90’

I Contact * '
Pulse Decoupling 1

S TE‘T&:/:AI\I\AI\I\AAAAA

Ak

Figure 1.38: cross-polarization pulse sequence

The first 7/2 pulse of 'H along x will generate a magnetization vector along the y-axis, the

phase shift of the 'H radio frequency ficld means that, the magnetization becomes spin

locked and precesses about the y-axis in the rotating frame at an angular frequency oi:
wig = Yu(Bi)u 1.93
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If we apply another pulse on '2C, then its precession frequency at its Larmor frequency

would be:

wie = Ye(Bi)g 1.94

If the two frequency are the same, then mutual spin-flips may occur. This matching frame
frequency is referred as the Hartmann-Hahn condition:

Yu(B1)u=Yec(Bi)e 1.95

In their respective rotating frames, the protons and carbons are in an effective field
that produces the same precession frequency in the rotating frame. The 'H magnetization
is larger than the '*C magnetization so cross polarization will cause the '*C magnetization
to increase.

In the CP process, the proton spins are itradiated during acquisition to provide
dipolar decoupling. The combined CP/dipolar decoupling scquence may be applied to a
sample that is spinning at the magic angle, to give what is commonly called the CP/MAS
experiment, which has wide application in the study of polymers.

Normally, the behavior of 1*C magnetization as a function of contact time (tep) during

contact in the H—C CP experiment is fitted to a double exponential function as follows:
M, (t) = A{—exp (— -t-ﬂ’—) + exp (— thP—)} 1.96 (a)
X The Tho )

The CP dynamics of the rare weak '3C spin is governed by the cross polarization time
constant Tuc and the Tj, values of the strong abundant 'H nucleus. When the cross
polarization occurs between 2 abundant strong spins, such as 'H, '°F or 3'P, the behavior
of the X magnetization during contact in the H—X CP experiment as a function of contact

time is described using a similar expression to equation 1.91 (a) below:
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M9 = AL~ exp (—72) + exp (— Ti%)} 1.96 (b)

]
H 1p
where Tjjp, Ty, ave effective cross polarization time constant and spin-lattice relaxation

time in the rotating tframe, and A is the fitting parameter determined by the maximum signal

intensity.

CP-drain curve: B,

nommalized B (log scale)

CP-drain cwrve: B

%

confact time 'm

Figure 1.39; A schematic diagram of H—X CP and CP drain curves

The values of T*ur, Tur, T"1p and T, can be found using the expressions below:

+ THx

ALY ; /, S f n 1.97
Hx - (—ag—b 11HX

Ty = —— Tnx T = LT 1.98

'I'H
ap— ’a(z,—b ip

where
il Tux | Tux
e 2(1 o T4 T’,‘p) 1.99
And
= Inx Tux Tux
b= (1 4 Ta(,,) + e 1.100

The value of fi and f; can be calculated using three parameter, €, Tux/TX1p, Tux/TH1,2

50



The cross polarization time constant is determined by the dipolar coupling between
the two nuclei involved, which is a function of the internuclear distance, and is furthermore
scaled by relative motion. Therefore the local internuclear environment can be probed for
distance and motional information using cross polarization analysis supplementing

dynamics information obtained from relaxation analysis,
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CHAPTER 2
POLYPHOSPHAZENE

2.1 INTRODUCTION

Palyphosphazenes (phosphontrile-based polymer) are the most interesting and
commercially promising groups of inorganic polymer and are by far the largest class of
inorganic macromolecules. At least 700 different polymers in this class have been
synthesized'; comprising a broad range of cyclic or linecar small-molecules and high
molecular weight polymers, with a broad range of physical and chemical properties. Most

polyphosphazenes have the general molecular structure shown in Figure 2.12,

R
|

P=nH
1
Figure 2.1: Polyphosphazene molecular structure
The polymer backbone consists of alternating phosphorus and nitrogen atoms, with
two side groups, Ry, and Rz being attached to the phosphorus. No substituents are present
on the nitrogen atom, providing unsaturation within the skeletal structure, Cis- and trans-
conformers both exist and the bacrier to rotation about the P-N bond is very small. Although
theories have been discussed since 1960*%, the bonding in phosphazene is still not well
understood.
Despite unsaturation within the backbone, polyphosphazenes generally have low
glass transition temperatures due to the bonding characteristics. The dz(P)-pa(N) bond in
the polyphosphazene backbone is believed to lower the barrier to rotation due to the spatial

diffusion of the d-orbital and the ability of the nitrogen p. orbital to interact favorably with
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several different phosphorus 3d orbitals as the bond undergoes torsion”.
Polyphosphazenes are synthesized in most case from a reactive macromolecular

intermediate, poly(dichlorophosphazene), by substitution of the chlorine atoms with

soluble nucleophiles. The most important feature of polyphosphazene chemistry is the

unusual method of synthesis that allows side groups, Ri, Rz to be varied over a very broad

range, as shown in Figure 2.2,

precusor substifution

PedpSecptasent Pratave
,.ﬁka‘-..p.qo_-u-,)mr

B0 Binky

rebhpboegoae pradar

Figure 2.2: Side group substitution of poly(dichlorophosphazene)

A wide range of R groups are available, such as alkoxy, aryloxy, alkyl, aryl, amine,
carboranyl, metallocenyl, or organosilicon éroups7. Different side groups generate tunable
properties making polyphosphazene suitable for many applications.

The wide ranges of unique properties that can be generated from the side groups have
made these polymers the focus of interest for many advanced applications, especially when
no alternating materials exist with the required combinations of characteristics. The
applications of polyphosphazenes include several promising areas of research, such as ion
conductive membranes for rechargeable polymer-based lithium batteries®, fuel cell
membranes’, advanced elastomers for applications in the acrospace engineering'?, photonic

materials'!, and fire-resistant materials'2,
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2.2 HISTORY OF POLYPHOSPHAZENE

The first report of small molecular weight phosphazenes can be traced to 1834 when
Liebig!® and Rose' independently reported that phosphorus pentachloride react with
ammonia. The empirical formula (NPCI,) of the resulting compound was confirmed by
Gerhard'®, Laurent'é, Gladstone and Holmes'?, and Wichelhaus'®. A major contribution
was made by Stokes, who proposed the trimer cyclic structure of (NPClz)3'%?2, Preparation
protocols for cyclic oligomers were improved by Schenk and Roémer? in 1924 by
conducting a reaction between phosphorus pentachloride and ammonium chloride in high
boiling solvents, yielding the cyclic trimer (NPCl2)s and tetramer (NPClz)s4 as well as small

amounts of higher oligomers as shown in Figure 2.3.

jl
Cl N~ 7/
a 0%
Cl I ~P N
H,Cl N Oligomers
POl +NH G Shchheat Jhe A +
~ 5 Ry
% :,{ cl } ~N \c|
o el
' cl
Cl
Figure 2.3: Synthesis of chlorophosphazene

Very little interest was paid to these materials the next 6 decades, mainly due to their
insolubility in most solvents and the fact that they are hydrolytically unstable. Furthermore,
the hydrolysis of the polymer releases phosphate, ammonia, and hydrochloride acid when
exposed to the atmosphere. The first soluble linear poly(dichlorophophazene) polymer was
obtained in 1965 by Allcock?®, using thermal ring opening polymerization when melting
highly purified N3P3Cls at 250 °C in a sealed evacuated glass tube, and many classes of
polyorganophosphazene were made via nucleophilic substitution of the chlorines with
organic nucleophiles, such as sodium salts of alcohols or phenols, or with primary or

secondary amines®*, as presented in Figure 2.4,
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Figure 2.4: Synthesis of Polyphosphazenes

Polymer properties, such as glass transition and melting temperatures, polymer solubility

and surface properties, can vary based on differences in side groups.

2.3 SYNTHETIC ROUTES FOR POLYPHOSPHAZENE
2.3.1. Ring opening polymerization (ROP)

ROP substitution methods scem to be the most popularly used route for
polyphosphazene preparation. Allcock and co-workers first discovered that the cyclic
trimer (N3PiClg) can be thermally opened to yield high molecular weight, soluble
poly(dichlorophosphazene); the trimer is synthesized from phosphorus pentachloride and
ammonium chloride in an organic solvent such as chlorobenzene. The resulting compound,
after careful purification and protection from moisture, was heated to molten state in a
scaled glass tube at temperatures between 210 °C to 250 °C*%, to induce polymerization
(see Figure 2.5). Between 230 °C and 300 °C, as the temperature increases, the rate of
polymerization increases, the rate of crosslinking formation also increases. Certain
additives or impurities, such as water, BCI3, or AICl3 often exert a catalytic effect on the
polymerization process®>® by extracting chloride from phosphorus. Unfortunately,

crosslinking can also be accelerated by the presence of these or other impurities. As the

56



polymerization process continues, the polymerization mixture becomes more viscous. The
reaction can be quenched after the contents become so viscous that little or no flow occurs
by cooling the reaction tube to below 200 °C. Depending on different reaction environment,

such as the purity of the trimer, polymerization temperature, and reaction time, up to 75%

yields may be obtained.

CI\ o o
< \>< e %

/I—_—:H

cl

Figure 2.5: ROP method for synthesis poly(dichlorophosphazene)

Once prepared, poly(dichlorophosphazene) has a high solubility in several organic
solvents. This species have become a prime candidate for chloride replacement, for the
reasons of high solubility and high reactivity of the polar P-CI bond, to produce a variety
of stable poly(organophosphazenes) (Figure 2.4). Preparing copolymer with two or more

different side groups on the same backbone is also possible (Figure 2.6).

{_(J[‘:«..an Ll p_N} L +p_ -

Figure 2.6: Polyphosphazene with two different side groups

To summarize, the synthesis of polyphosphazene often involves a ring opening
polymerization of the cyclic trimer followed by direct nucleophilic substitution of the
chloride atoms. This approach is at present the most extensively developed route to
polyphosphazene polymer formation, and is very versatile in the preparation of alkoxy,

aryloxy, amino and partially alkyl/aryl-substituted polymers.
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2.3.2 Condensation Polymerization

The methods discussed above are processes that produce reactive intermediates
which undergo nucleophilic substitution to yield stable products. However, it is also
possible to utilize one of the most commonly used polymerization reactions, condensation.
As we mentioned above, one type of condensation reaction forms the cyclic trimetr (NPClz)s.
Phosphorus pentachloride and ammonia or ammonium chloride react in stepwise order, as
shown in Figure 2.7, to form a monomer, then a dimer, trimer, tetramer and so on by
eliminating hydrogen chloride each time. Cyclization could happen to give a cyclic
structure at any step beyond the dimer, but in practice is most likely to occur before the
chains grow beyond a certain length, It has been proven by several authors that this process
also produces refatively low molecular weight poly(dichlorophosphazene)*'34

NH, from NH €

PCly === [POJ" +[PCly —— . ¢1,p=NH
HO PO
l[ PClJ* +[PCly)

NH
CP=N-PCL=NH "~ % [0,p=N PCLJ [PCL)"

[PCL)* + [PCI)
" NH;
[C1,P=N-PCL=N-PCL)*(PClJ" ——— = C],P=N.PCl,=N-PCl,=NH

elc

Figure 2.7: Phosphorus pentachloride and ammonia or ammonium chloride react in a stepwise
order
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2.3.3. Condensation Reaction of OCLPN=PCIl;

The commercially used condensation reaction of OCI;PN=PCl; was first carried out
by De Jaeger and coworkers®*2%, The monomer can be prepared in 3 different ways (a)
from PCls and ammonium sulfate, (b) from phosphoroyl chloride and ammonium chloride,
or (¢) from PCls and ammonium chloride under oxidative condition®, This monomer loses
phosphoroyl chloride, POCl;, under atmospheric pressure, at 240-290 °C to yield
poly(dichlorophosphazene). The scheme of the overall process is presented in Figure 2.8.
POC,  NH4Q

\Cl\\
(HH SO,

==§'_ 9 . —[ -——1“
PL
0 N=pZQ| N lear.‘_

PO,
-HO & ¢l PO,
NH Cl
FCly %
Oxyge donor
Figure 2.8: Overall process of Condensation reaction of QCL,PN=PCl;

The principal advantage of this method is low cost. Disadvantages include the broad
molecular weight distribution and total lower polymer molecular weight compared with

products from ROP method.

2.3.4. Living Cationic Condensation Polymerization of Me3SiN=PCl3

At ambient temperature, living cationic polymerization of phosphoroanimine in the
presence of trace Lewis acids as initiators is one of the newest techniques to prepare
poly(dichlorophosphazene), and a large number of block copolymers have been developed
by Allcock, Manners and their coworkers**#? in 1995, Phosphorus pentachloride is utilized
as a cationic initiator in the process to polymerize (trichlorophosphoranimines
(Cl3P=SiMe3), which was first synthesized by Niecke and Bitter from PCls and

LiN(SiMes), in 1973% at 10 °C with 20% yield, which was improved to 60% by Manners
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and coworkers by carrying out the reaction at -78°C*. Motivated by the Wisian-Neilson
approach concerning about phosphoranimines BrRoP=NSiMes which itself was prepared
via halogenation of a phosphorus (I11) precursor, RaPN(SiMe3),, using bromine®®, Manners
and coworkers discovered a new method for preparing Cl3P=NSiMe; using PCl; and
S0,CL* (Figure 2.9). All three synthetic methods for Clz3P=NSiMe; are summarized in
Figure 2.10.

ELO

LiN(SiMey), + PCI, > ClyN(SiMe,), + LICI

Et,O0
. 2
Cly-N(Sitey), + S0.Cl, T C1,P=NSiMe, + SO,
CISiMe,

Cl
25°C [
Cl,PNSiMe, ——w =]

MeSiC1 L

Figure 2.9: Methods for preparing ClaP=NSiMe; using PCl; and SO,Cl;

The initiation polymerization reaction involves the interaction of one molecule of
monomer with two phosphorus pentachloride molecules. Cationic chain propagation
continues until all the trichlorophosphoranimines monomer are reacted. Further additions

of trichlorophosphoranimines to the propagating ionic species eventually lead to a living

poly(dichlorophosphazene) chain (Figure 2.11).

LiN(SiMe PCls
3 \Jm
PCls
B \ 25°C ¢l

N(SiMe,), ap=NsiMe, —  —— -[%:n—}

/ Me,SiQ | ;
I
LiN(Siey), Pebsoich

Figure 2.10: different routes for synthesis Cl;P=NSiMe;
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CH,Q

252
CI,P=NSiMe,T" C1,P=NPCIy'PC
CIP=NSiMe,

. cH.CL, )
OLP=N-POPOly o CLP=NPCI;PCI, POl

Propagation
C1,P=NSiMe,
CH,CL, c
Cl)F‘-‘NPCIfN-PCl"PCIG' ’T ¥ QSEN_E%:NJ:POJ‘PC‘S‘
cl
Figure 2.11: Cationic polymerization of trichlorophosphoranimines

The living cationic chain ends produced may be terminated by addition of a
phosphoranimine that bears a functional group. The living nature of this polymerization
allows the synthesis of block copolymers with other phosphazenes, with organic polymers,
or silicones.

Physical and chemical properties and molecular weight are influenced by reaction
condition, such as solvent, concentration, and monomer to initiator ratio. This route
overcomes many drawbacks of other processes, and can yield products with a very narrow
molecular weight distribution (Mw/Mn = 1.02 - 1.06) compared with (~2) from ROP route,
with higher total molecular weight, providing access to block copolymerization*’, and

makes easier control of chain length.

2.3.5. Preparation of Polyphosphazene by Ring Opening Polymerization Process of
Substituted or Partially Substituted Cyclophosphazene

Organometallic macromolecular substitution reactions allow the introduction of
alkyl, aryl, or organometallic groups, with organic side groups linked to the skeleton
through carbon-phosphorus bonds. However, this route is at the expense of possible

backbone cleavage or incomplete halogen substitution,
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Several authors have considered the thermally induced polymerization reaction of
partially or completely substituted cyclophosphazene. This is because it is much easier to
prepare an  organo-substituted small-molecule cyclic trimer phosphazene by
organometallic substitution than it is to prepare the analogous high polymers, and the lack
of any required additional macromolecular substitution process on the
poly(organophosphazene) obtained by the ROP process of fully saturated trimer.

This approach involves the introduction of organic (or organometallic) side groups
at the cyclic trimer level, followed by ring-opening polymerization of the substituted cyclic
trimet to the high polymer. Substituent groups such as alkyl-***, aryl-*, trifluorocthoxy’',
phenoxy®?, organosilicon®®, carboranyl®, ruthenocenyl, and ferrocenyl groups for
cyclophosphazene have been studied in great detail.

The investigation of this method showed that the polymerization behavior of the
phosphazene ring depends greatly on the number of halogen atoms and the number of
organic side groups.

In general terms it appears that:

a. The higher the number of organic groups inserted onto the cyclophosphazene, the
lower is the probability of a polymerization process and the higher is the possibilfity that a
ring-expansion reaction takes place instead

b. The greater the bulkiness of the substituent organic groups on the trimetr, the higher
is the probability of a ring-expansion polymerization process

c. The presence of non-geminal substituent groups on the trimer favors polymerization
processes, while geminal substitution may favor side reactions

d. Substituent groups on the cyclophosphazene that introduce strained structures or ring
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distortions favor polymerization processes

e. Cyclophosphazenes are not able to polymerize thermally by themselves for any reason
may open their cycle and form polymer chains during thermal treatments in the presence
of variable amounts of N3P3Clg

f. Hexa-substituted cyclophosphazenes can polymerize under particular conditions to
the corresponding fully substituted polyphosphazenes, even though this event is rather
unusual

g. Thermal and/or chemical instability of the cyclophosphazene side substituents usually
prevent both polymerization and ring-expansion processes from taking place, favoring the
onset of decomposition phenomena

h. The presence of chlorine instead of fluorine atoms in the cyclophosphazene usually

depress the polymerization temperature of the cyclophosphazene

2.3.6 Condensation Polymerization of Organic Substitution Phosphoroanimines

The first organo-phosphoranimine polymerization was reported by Flindt, Rose, and
Marsmann **in 1977 that tris(trifluoroethoxy) N-(trimethylsily) phosphoranimine could be
polymerized at 200 °C to produce poly[bis(trifluoroethoxy)phosphazene] (Mw 4000-
10,000). In 1980s, Wisian-Neilson, Neilson, and their coworkers showed that a variety of
alky, aryl and alkyl/ary] phosphazene polymer and copolymers®*' could be prepared in
the same way, later refined by Matyjaszewski and coworkers®%%°,
Finally, in 1995, I. Manners and H. R. Allcock®“® put forward the room temperature

polymerization approach allowing the cationic polymerization of variety of substituted

phosphoroanimines, as shown in Figure 2.12.
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Figure 2.12:  polymerization of variety of organophosphoranimine
The experimental approaches for preparation polyphosphazene are very numerous
and give access to phosphazene polymer with different and structural propertics, and these
materials can find different potential practical applications. Polyphosphazene can be

considered as one of the most important classed of macromolecules ever invented in human

history.

2.4 POLYPHOSPHAZENE PROPERTIES
2.4.1 Skeleton Property

To understand the properties of polyphosphazene, it is necessary to analyze the

structure-property relationships of these compounds, The basic structure properties of
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polyphosphazenes are composed of two main contributions. The first one is the intrinsic

properties associated with -P=N- inorganic backbone, the second one is connected to the

chemical and physical characteristic of the substituent groups.

2.4.2 Chain Flexibility

Macromolecular flexibility is often defined in terms of the glass transition
temperature, Tg. A polymer with a high Tgis likely to have a backbone that offers more
resistance to bond torsion than a polymer with a low Ty,

Polyphosphazenes are highly unusual macromolecules for the reason that specific
ones have some of the lowest Tg known in polymer chemistry. This is basically due to the
inherent features of the “island” dn-pr bond structure in phosphazenes, which allow the
permanent overlapping of the 2p; orbital of the nitrogen with any one of the 3p orbitals of
the phosphorus atoms®, Calculations suggests that the inherent torsional bartier in the

backbone may be as low as 0.1 kcal per bond™,

2.4.3. Thermal stability

The phosphazene backbone —P=N- has a particularly high resistance to thermal
treatment due to the high strength of phosphazene bond and its remarkable ionic character”’,
As a consequence, the onset of thermal decomposition phenomena are generally observed
at very high temperatures. For example, for poly[bis(trifluorocthoxy)phosphazene], for
polyphosphazenes substituted with 2,2-dihydroxybiphenyl groups and for poly(alkyl/aryl)

phosphazenes.
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2.4.4, Fire and Flam Resistance Properties

The polyphosphazene skeleton -N=P- has the ability to resist fire and combustion
due to the inorganic elements that constitute of its structure’”*, The intrinsic limiting
oxygen index (LOI) for certain polyphosphazenes could be up to about 60, but will
7273

decrease considerably as the organic compound content in the side groups is enhanced

However, the LOI can be further enhanced by inserting additional inorganic elements (F,

Cl, Br, B, metals, etc.) in the substituent groups.

2.5 APPLICATIONS OF POLYPHOSPHAZENESs

Applications based on structure-property correlations in the technological or medical

industries are as follows:

2.5.1 Polyphosphazenes as Ionic Conductor
Polyphosphazenes with oligoethylencoxy side groups have received considerable
attention because of their potential for lithium ion conduction’, because they have high
side chain flexibility and their ability to coordinate weakly to lithium and other monovalent
ions”, One of the most extensively studied examples of this group is
poly[bis(methoxyethoxyethoxy)phosphazene], (MEEP). MEEP has been applied as a solid
solvent for lithium triflate in lithium battery.
Aryloxyphosphazenes with acidic functional groups on the aryl ring, are examples
of polyphosphazenes that function as excellent proton conductors, since their performance

is compatrable to that of Nafion and they have higher resistance to methanol crossover,
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2.5.2. Polyphosphazene Biomaterials

Polyphosphazenes can be considered as “biomaterials” under certain types of
utilization. A significant advantage of polyphosphazenes is the ease to change the types of
side groups to tune any combination of properties needed for a specific biomedical
application.

Water-soluble polyphosphazenes have been extensively investigated because of their
potential application for transporting molecules of therapeutic relevance in vivo. Some
water-soluble polyphosphazenes have been used to prepare hydrogels by controlled
reticulation under a variety of conditions in tissue engineering or in drug delivery, For
example, water-soluble polyphosphazenes containing pendant imidazolyl groups were
reported being able to complex Fe(Il) and Fe (III) porphyrins in an attempt to produce
synthetic ~ analogues  of myoglobins and  hemoglobins’”7,  Bioerodible,
poly[bis(methylamino)phosphazenes] have been radiatively cross-linked to prepare
phosphazene based membranes”,

Another polyphosphazene-based drug delivery system deals with hydrolytically
unstable substrates, which are able to degrade in a controlled way under physiological
conditions in human body to attain slow and controlled drug delivery, and one of the
common examples is polyphosphazene matrices with amino acid esters or imidazole
groups, which are both of great importance in tissue engineering and in bone regeneration®’,
treatment of periodontal disease®' and nerve reconstruction®*®, Another example is
poly[bis(4-carboxylatophenoxy)phosphazene] which is used in preparation composites for

bone or tooth regeneration %*and as a micro-encapsulant of drugs®*#, vaccines®”, and

proteins®®,
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The third aspect of polyphosphazenes used as biomaterials concerns surface property
implication. The modification of surface properties can be achieved in different ways; some

of most important types of modifications are reported in Table 2.1.

Table 2.1. examples of some types of polyphosphazene surface modification
Phosphazene Substituent Features of the Resulting
Substituent groups Modification Reaction Polymer Filin Surfaces
Hydrophilic surface with
P-OCH,CF; P-OH or P-O'NBuy* enhanced biocompatibility

and adhesion properties
Surface hydrophilicity and

P-O-CeHs P-O-CeHy-SO;H surface hydrogels
P-0-CsH4-NO; Hydrophilic surface suitable
P-O-C¢Hs for additional

P-O-C6H4-NH2

P-O-CgHs-COOH
POCelliChh P-O-C¢Hy-CH,NEt;*

functionalization reaction

Antithrombogenic surfaces

Polyphosphazenes can also be modified very easily by grafting organic polymers
onto their surfaces using chemical, photochemical or y-radiolytic processes, leading to an
increase in the surface hydrophilicity and biocompatibility of the phosphazene films
without destroying their bulk features, For example, MEEP can be grafted onto the surface
if many biorelevent outstanding organic macromolecules using y-rays to decrease their

surface hydrophobicity.

2.5.3. Optical and Photonic Polymers

T;N 1 NaO(CH,CHzo)rQ—N=N' - </=\>—°”a
—Evl -

n
cl -NaCi

o—-(CH CH O)—\/ \\ lc:rra_</_>»— 0——CHj,

—N

=T W o

Figure 2.13;:  An example of a liquid-crystalline polyphosphazene reaction process
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Polyphosphazenes with large, rigid aryl side groups, have potential for use as liquid
crystalline materials, as non-linear optical polymers, and as corrective lenses’. One
example of a liquid crystalline polyphosphazene is illustrated in Figure: 2.13%%2, Heat-
treatment of this orange polymer across its glass transition temperature (Tg) at 79 °C makes
it change from a glassy to a rubbery microcrystalline material.

The polyphosphazene shown in Figure 2.13 will undergo aromatic side chain
reorientation when the films are heated above Ty, and subjected to a kilovolt-level electric
field. The reorientation is in the direction of the field. Such a film will double the frequency
of a laser beam that passes through it, this effect is almost as large as an inorganic NLO
crystal®. Experiments show that polyphosphazenes with higher Tg will retain this
phenomenon for a longer period of time, but it will eventually lost as the side groups lose

preferential reorientation due to thermal motion.

CHy NK—Q—NH
|
N=P—N=P—]——
| [
?—KF
CH
3 r e
0" 3o

Figure 2.14:  An example of polyphosphazene with controlled refractive index

Polyphosphazenes with electron-rich side groups, such as multi-aromatic side units
or with halogen atoms in the side groups (see Figure 2.14), offer properties of controlled
refractive index, and especially as high refractive lenses coupled with low optical
dispersion, Some of the latest work indicates that polyphosphazenes that contain both
fluoroalkoxy and di- or tri- chlorophenoxy side groups *’show a large variation of refractive

index with changes in temperature , the refractive index vary from 1.39-1.56 depending on
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composition, making them candidates for thermo-optical switching devices.

2.5.4. Advanced Elastomers
Polyphosphazenes have single atoms (such as, F, Cl,), or organic side groups are
sufficiently flexible, or have two or more different alkoxy, aryloxy, or organosilicon unit

as the side groups will give rise to rubbery or elastomeric properties.

2.6 POLY[BIS(TRIFLUOROETHOXY)PHOSPHAZENE

This thesis deals with poly(bis(trifluoroethoxy)phosphazene) (PBFP)** (Figure
2.15), which can be obtained through (a) nucleophilic substitution of chlorines in the
poly(dichlorophosphazene) side groups upon reaction with sodium trifluoroethoxide. (b)
by heating tris(trifluorocthoxy)-N-trimethylsilylphosphoranimine, (CF3;CH20)P=N-
Si(CHs)s, at 200°C under vacuum, however, in some cases, in the presence of fluorinated
catalysts (e.g. tetrabutylammonium fluoride), the reaction temperature can be decreased to
95 °C, (¢) by reaction of hexabis(trifluoroethoxy)cyclotriphosphazene with BCl, or (d) by
living cationic polymerization of bromo-bis(trifluoroethoxy)-
Ntrimethylsilylphosphoranimine (CF3CH20)BrP=NSi(CHs)3. More specifically, route (a)
is by far the simplest and mostly commonly used route for synthesis of this material, as

shown in Figure 2.15.

F

e

a CF,CH,OH ?

SINEN ]
I n Hel 0

H F—f—F

F

Figure 2.15: mostly common synthetic route for PBFP
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This polymer is important because it is one of the first macromolecules of this class
initially synthesized by H. R. Allcock in 1965%% %, and also because of its extremely
interesting propertics®®. PBFP has a high molecular weight polymer (Mw>10%) with a large
polydispersity (Mw/Mn>10), its morphologies are largely dependent on the preparation
route and normally can range from white fibers to non-transparent flexible material that
can form both films and fibers’. Parameters of PBFP in solution suggest a high degree of
flexibility and coiling of the polymer backbone with a cis- or frans- planar conformation,
This polymer is extremely hydrophobic and chemically stable, and has been shown to be
inett to alcohols, pyridine and concentrated NaOH solutions®, some decomposition,
however, can occur in triethylamine and concentrated HaSO4. PBFP is soluble in many
common organic solvents, such as THF, acctone, or methylehylketone. TGA studies
suggest that PBFP has high thermal stability, will not volatilize below 500°C. Tests on the
flame resistance of the polymer show a Limiting Oxygen Index (LOI) of 48.0, resulting in
a high resistance to combustion and it burns cleanly leaving little char or residue. PBFP is
a highly versatile material that can be used for many applications, such as membranes for
fuel cells, biomedical materials and passive membranes.

PBFP is a semicrystalline polymer that contains both rigid and ordered chains that
make up the crystalline component, and randomly coiled and entangled chains make up for
amorphous regions. This semicrystalline polymer can be characterized by the percentage
of crystallinity and size and structure of the crystallite components, and combines both
strength and flexibility. The boundaries between two types of components are insignificant;

hence, these interfacial regions are often neglected; as illustrated in Figure 2.16.
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Figure 2.16:  Domain structure of semi-crystalline materials

Investigations indicate that PBFP exhibits complex thermal and morphological
behaviors, characterized by three transition temperatures that vary depending on the
thermal history, molecular weight and crystallinity of the polymer. In semicrystailine PBFP
three transitions have been established: glass transition, thermotropic (mesophase)

transition and melting point, are Tg= -66 °C%, T(1) = 66-90 °C, and Tm = 242 °C%,

PBFP tends to form large spherulites after solvent casting, composed of lamellae
with either mostly a 3D chain folded a-orthorhombic crystal form with unit cell dimensions
cortesponding to @ = 10.16 A, b= 9.35 A, ¢ =4.86 A and having 2 monomer units®, a 3D

chain-folded B-monoclinic form that has unit cell dimensions as a = 10,034, 6=9.37 A, ¢
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=4.86 A and ¥ = 0.91° also being not much different from o cell®®; or a mixture of two,
depending on the initial crystallinity and polymorphism. The crystallinity of these
specimens is surprisingly low (<50%) and the crystal structure is monoclinic. Once heating
through T(1), the spherulites are unchanged, however, PBFP transforms to a 2D
pseudohexagonal meso-phase. In this condition, they have considerable fluidity as creep
and other measurements substantiate. By keeping heating this polymer above Tw, the
spherulitic arrangement is destroyed, and the melt polymer becomes isotropic with zero
birefringence. If the temperature is cooled below Tn, the isotropic melt is reverted to a 2D
pseudohexagonal mesophase, where needle like batonnet morphology is present. Cooling
below T(1) leads to polymer crystallization into a chain-extended 3D y-orthorhombic
structure with unit cell dimensions as @ = 20.60 A, b = 9.40 A and ¢ = 4.86 A and
corresponding to four monomer units”’, which is different from the original monoclinic
form. The crystallinity of PBFP returned to room temperature is much higher than the
starting material, as indicated by higher T(1) value after each thermal cycling.

Additional important practical applications of PBFP are:

(a). Biocompatible materials for implantation purposes, theromobio-, and biological-
resistant substrates, and as carriers for enzyme immobilization;

(b). Membranes for solvent separation, ion separation, gas permeation, and gas
transportation problems; and,

(c). Hybrid materials prepared through the sol-gel technique, and

(d). Candidate electrolytes for dye sensitized solar cells

73



ssotsopic meli state

y '.',-' ‘..'.‘
S 3
‘ 4 d
Tm( =242 °C) 5 “ 4
: =
3

T(1) (=85 °C')

3D o orthorhombic sphemitic 31 7 orthohombie
A monocline siystal structure ervstal shuchure

T, (=66 °C)

Figure 2,17: Phase transition diagram for solvent-cast PBFP between Ty and Tr

2.7 Conclusion

The polyphosphazene system comprises some of the most diverse macromolecules
discovered so far. A variety of synthetic procedures have been described based upon the
ring opening polymerization process of (NPClz); to (NPCl2), followed by the nucleophilic
replacement of the reactive chlorines with carefully selected nucleophiles, and
condensation polymerization. Polyphosphazene features are a resultant combination of the
inorganic backbone (-P=N-) and nucleophilic substituents. Thus, polyphosphazene with
different side groups can be applied in energy related research, biomaterials, optical and

photonic fields, and advanced elastomers.
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Chapter 3
NANOCOMPOSITE

3.1 INTRODUCTION

Nanotechnology can be defined as the creation, processing, characterization and
utilization of materials, devices, and systems with one dimension in the range of 0-100 nm',
The field of nanotechnology is one of the most popular areas for current research and
development. Within the broad field of nanotechnology, polymer matrix based
nanocomposites have become a prominent area of research in basically all technical
disciplines®, Polymer nanocomposites are polymer resins that have been modified with
small amounts (0-20% by weight) of nano-fillers, where at least one dimension of the nano-
filler material is on the order of nanometer. Since the dimension of polymer resins and
fillers are at the same order of magnitude, molecular interaction between them will give
the polymer nanocomposites unusual material propertics that conventional polymers do not
possess®, which have broadened the scope of polymer chemistry to great benefit of many
different industries. These include composite reinforcement, barrier properties, flam

resistance, electro-optical properties, and cosmetic applications.

3.2 AN OVERVIEW OF NANOPARTICLES

Depending on the choice of applications, there are many possible types of
nanoparticles that can be incorporated into the polymer matrix to form polymer
nanocomposites. Commonly encountered nanoparticles in literature may include:
» Montmorillonite organoclays (MMT)*

+ Carbon nanotubes and carbon nanofibers (CNFs)®
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. Nanopowders6 [metal (Au, Pt, Cu, etc.), semiconductors (Zns, CdS, CDSe, etc.), and

metal oxides (SiO2, AL203, TiO2, ZrOz, Fe203, etc.}]

3.2.1 Montmorillonite Clay

The dominant constituent of montmorillonite is silica (Si0;), with alumina (Al203)
being essential. The chemical structure of montmorillonite clay is composed of a sheet
structure consisting of layers of tetrahedral silicate layer and octahedral alumina layer.
Within one slab, two tetrahedral silicate layers sandwich an octahedral alumina layer.
These three layers form one repeat unit that has a thickness of 0.96 nm. The chemical

formula of this montmorillonite clay sheet repeat unit is Naia(AlssMgi/3)SisO10(OH)2%.

3.2.2 Nanofibers and Nanotubes

Carbon nanofibers are cylindrical nanostructures with graphene layers arranged as
stacked cones, cups, or plates. Carbon nanofibers with graphene layers wrapped into
perfect cylinders are called carbon nanotubes.

Carbon nanofibers have moderate electrochemical properties and incorporating
carbon nanofibers into a polymer matrix is easy because the fibers are relatively large.
Carbon nanofibers have the capability to incorporate the advantages of other forms of
carbon into the applications of reinforcement in commodities and high performance
engincering polymers. Furthermore, carbon nanofibers have transport and medicinal
propetties that are similar to other forms of carbon, such as single crystal but at lower cost’,
Carbon nanofibers-based nanocomposites can offer multifunctional performance for
several potential acrospace and other commercial applications, such as electrostatic

painting, electronics, improved polymer mechanical properties etc.
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3.2.3 Carbon Nanotubes

Carbon nanotubes have been attracting increasing attention over the past several
years because of their extraordinary structural, electrical, and mechanical properties’. As
an example, carbon nano tubes are one of the strongest molecular materials known due to
unique C-C covalent bonding and the seamliess hexagonal network. The nanotubes also
have substantial electrical conductivity or semiconductivity, in addition to high thermal

conductivity in the axial direction.

3.2.4 Nano titanium dioxide (TiO2)

Among all the fillers mentioned previously, TiO2 nanopowder is attracting the most
attention for the reasons of low-toxicity, chemically inertness, low cost, high refractive
index, broadband UV filtering, corrosion resistance and high hardness. Literatures indicate
that nanoscaled TiO: reinforcement brings new optical, electrical, and physiochemical
properties which are attained at very low TiO2 content, making polymer TiO;
nanocomposites a promising new class of materials.

The TiO; surface is complex and extremely sensitive to thermo chemical histoty,
such as temperature, pressure, cooling rate, and impurities. TiO surface is capable of
absorbing, dissociating or reacting with a wide variety of inorganic and organic molecules
and atoms under certain conditions. Among them, the most important one is the H,O
dissociative or nondissociative adsorption behavior, which determines TiO2 wetting and
dispersing capabilities in aqueous or non-aqueous mediums and other surface properties.

Thus, the TiO surface plays an essential role in a wide range of applications.
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3.3 METHODS FOR MAKING NANOCOMPOSITES

The properties of nanocomposites depend greatly on the nanoparticle type, aspect
ratio, and polymer matrix properties®, Besides, the preparation methods for producing the
composites, which will affect the orientation’, dispersion and morphology of the polymer
resins'®, will also determine the polymer propettics to some extent, Many synthetic
approaches have been published concerning preparation of nanocomposites, which can be
classified in different ways because of the overlapping of techniques. In the following
sections, we will describe the three most used polymer nanocomposites synthetic

approaches: In situ polymerization, solution mixing, and melt blending.

3.3.1 In-situ Polymerization

In in-situ polymerization, fillers are swollen within the liquid monomer or monomer
solution, followed by the polymerization of the monomers'!, The polymer formation occurs
between the intercalated filler sheets. Polymerization can be initiated by heat or radiation,
or by introduction of an initiator or catalyst before the swelling step of the nﬁonomer.

This preparation strategy in essence involves two steps: a) dispersion of
nanoparticles in the monomers and b) polymerization of the monomers. The first
polymer/nanoclay nanocomposite that attracted tremendous attention was (Nylon-6/MMT)
which is prepared by in-situ polymerization by the Toyota research group. The application

of this method for the preparation of carbon nanotubes-based nanocomposites has also been

12-13 14-15

, polyurethane™'°, and

studied extensively for the past few years. Many epoxy
polyester '6'7 based nanocomposites were prepared using this method. The polymerization

process can be done in bulk'®, solution'?, emulsion® or suspension?!,
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The principal advantage of in-situ polymerization is that the monomer can diffuse
into the galleries more efficiently than a high molecular mass polymer. The use of
monomer and occasionally solvent offers the additional advantage of adjusting the

competitive interactions among the components, making interactions stronger and resulting

in exfoliation,

3.3.2 Solution mixing

Solution mixing is the most commonly used method for preparing nanocomposites,
In this method, three major steps are usually involved: a) dispersion of nanoparticles in a
suitable solvent or polymer solution, b) mixing of the nanoparticles and polymer in the
solution, and ¢) recovery of the nanocomposite by precipitation or casting a membrane.

Many water-soluble polymers, such as PEO?*%5, PVA%, PVP?, and PEVAZ, have
been made into clay nanocomposites using this method. Non-aqueous polymers, such as
PCIL, or PLA, can also be made into clay nanocomposites using this method with
chloroform as a co-solvent, Nematic liquid crystal PLS nanocomposites have been
prepared using this method in different organic solvents, such as toluene and DMF.

The primary limitation of this method is the requirement of a suitable solvent that
must be able to expand the nanoparticle spacing as well as dissolve the polymer chains.

The extent to which the solvent swells determines the final morphology of the

nanocomposites.
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3.3.3 Melt Blending

The melt blending process usually involves the melting of the polymer matrix to
form a viscous liquid, after which the nanoparticles are dispersed into the polymer melt by
high shear rate and diffusion at high temperature. Compression molding, injection molding
or fiber production techniques can also be applied to fabricate the final samples.

Melt blending methods can be applied to make nanocomposites from styrene
polymers?®%?, natural rubbers®, polyamides®'-3%, Thermoplastic elastomer nanocomposites
that possess enhanced ablation and fire retardancy characteristics were developed by the
Air Force Research Laboratory/polymer Working Group at Edwards AFB, CA.

There are many advantages of melt blending over the other two routes. For instance,
melt blending is highly specific to the polymer, leading to new hybrids that were previously
inaccessible. Furthermore, the absence of a solvent makes melt blending an

environmentally favorable alternating method for industries from a waste perspective.

3.4 NANOPARTICLE DISPERSION AND THE INTERPHASE
3.4.1 Dispersion

The properties of polymer nanocomposites arc strongly influenced by the
morphology in the polymer matrix. The uniform dispersion of nanopatticles is the first
major hurdle scientists face when making a nanocomposites, because Van der Waals forces
and differences in polymer/nanoparticle surface energies often cause nanoparticles to have
greater affinity towards each other than to polymer matrix®®. Even if a good dispersion is
achieved initially, the nanoparticles may agglomerate during further processing, leaving a

poor dispersion in the matrix. The high affinity between nanoparticles causes the problems
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of agglomeration. There are three commonly considered levels dispersion as illustrated in

Figure 3.1.

Figure 3.1: Illustration of three terms to describe dispersion quality

The first level of dispersion is phase-separated, where the polymer chains are
unable to penetrate between the individual grapheme sheets. In this state, the material may
be characterized as a macro-composite because the effective particle size can be greater
than 100 nm.

The second level of dispersion is nanocomposite exhibiting intercalated morphology.
Intercalated clay morphology occurs when polymer chains are able to diffuse into the
gallery spacing of the nano particles®”. Intercalation is a physical process by which a
macromolecule is inserted into the gallery, with gallery distance being typically on the
order of a few nanometers. This material may be characterized as a nanocomposite because
the effective particle sizes are below 100 nm. The reinforcement efficiency of intercalated
nanocomposites is improved compared to a phase-separated microcomposite.

The third level of dispersion is fully exfoliated, where the polymer chains are able
to penetrate between the individual graphene sheets and completely disperse the graphene

sheets in a continuous polymer matrix by an average distance that depends on clay

loading®”,
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Exfoliated morphology is often preferred because it usually provides better property
improvements than intercalated morphology. The benefit of an exfoliated structure is the
ability to take advantage of the high aspect ratio of individual filler layers. And the

nanoclay content of an exfoliated nanocomposite is usually much lower than that of an

intercalated nanocomposite.

3.4.2 Interphase

The interface between the polymer matrix and the filler 3% is the most intensively

studied area of polymer composite structure, because the interphase is so important to the
mechanical properties of the composite and for its distinction. All polymer composite

systems possess a phase border between the matrix and the filler with the formation of an

39,41, 44-45

interphase between them

A \ . metal cluster
q / % -..‘ L
—5
MR /)7 N o - adsorbed polymer
AL D)
Intetphase
Figure 3.2: Schematic of interphase area between filler and the polymer matrix*

As shown in Figure 3.2, the interphase consists of flexible polymer chains, typically
in a sequence of adsorbed segments, loops, and tails. There is no specific value for the
thickness of the interphase, because for different nanocomposite systems, it depends on
chain flexibility and on the energy of adsorption, which is determined by the sutface energy

of the polymer and the solid. For composite systems in which the polymer chain is

86



sufficiently flexible, segments will be readily adsorbed, and if all areas of the surface are
capable of adsorption, the polymer loops will be short and the macromolecule will form a
dense layer close to the surface, as seen in Figure 3.3(a). If, on the other hand, the polymer
chain has weak interactions with the surface, or if the chain is rigid, the loops and tails will

extend father into the matrix and form a region of lower density, as shown in Figure 3.3

(®).

polymer matrix

N : 7
particle surface

Figure3,3: Schematic representation adsorption characteristics of a metal-polymer
nanocomposite (&) a strongly-binding polymer adheres to the surface (b) weakly-
binding polymer adheres to the surface where most of the segments reside in loops.*’

The concept of an interphase is widely accepted, even though the influence of the
interphase on the specific properties of a polymer composite has not yet been quantitatively
established®®, Many studies have identified the interphase as an important factor in
determining the mechanical propetrties of composites.

The detection and characterization of the interphase is difficult with either direct or
indirect methods. This is because the interphase is not present in sufficient amounts to
detect if the extent of exfoliation is small, which occurs quite frequently. Spectroscopy
cannot see changes in properties in the absence of chemical reaction. One of the few
possibilities for the detection and analysis of interphase is to detect molecular morphology

changes by nuclear magnetic resonance spectroscopy (NMR).
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3.5 NANOCOMPOSITES PROPERTIES AND ANAYTICAL METHODS

Despite the fact that there is no consensus on how nanoparticles affect material
properties due to the novelty of this area, the challenges in processing nanocomposites,
lack of systematic experimental result, and scarcity of theoretical studies, some properties

of nanocomposites have been studied in-depth using different characterization and

analytical methods.

3.5.1 Mechanical Properties and Characterization Techniques

3.5.1.1 Tensile testing

Tensile testing can be performed to determine elastic modulus, Poisson’s ratio, yield
strength, strain hardening, ultimate stress, and ultimate strain for composite systems.
Mechanical propertics are measured from a stress vs. strain plot of the load and elongation
data. Tensile testing is a destructive characterization technique.

The tensile modulus of a polymer material is remarkably improved when
nanocomposites are formed with nano-fillers. For instance, Nylon-6 nanocomposites
exhibit a dramatic improvement in tensile properties at rather low filler content because the
strong interaction between the matrix and silicate layers via formation of hydrogen bonds.
Zhu et al. also found that tenacity at break and the initial modulus of PA6 with modified

nano-TiO2 composites were improved by about 10%, and 20%, respectively, as compared

to the pure PAG*.
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3.5.1.2 Dynamic mechanical analysis

Dynamic mechanical analysis (DMA) can be used to collect information about
clastic modulus, loss modulus, and damping cocfficient as a function of temperature,
frequency, or time. Also, DMA can be used to measure glass transition temperatures. DMA
applies a torsional oscillation to samples while slowly moving through specific temperature
ranges. Results are typically recorded plots of elastic modulus, loss modulus or damping
coefficient versus temperature. For example, DMA has been used to study the temperature
dependence of the storage modulus of PMMA upon nanocomposite formation under

different experimental conditions *,

3.5.1.3 Nanoindentation

Nanoindentation can be used as another approach to gather comparative elastic
modulus and hardness data. Indentation testing is based on the concept of touching a
material whose mechanical properties are of interest with a material whose propertics are

known. Unlike tensile testing and DMA, nanoindentation is considered as a non-destructive

technique.

3.5.2 Analytical Methods

3.5.2.1 Thermal gravimetric analysis

The thermal stability of a composite material can be usually studied by thermo-
gravimetric analysis (TGA). TGA continuously measures the weight of a sample as a
function of temperature and time. Changes in weight at specific temperatures correspond
to reactions or changes in sample state such as decomposition. Generally, the incorporation
of clay into a polymer matrix enhances its thermal stability by acting as an insulator and
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mass transport barrier to the volatile products generated during decomposition, For
example, Blumstein reported improved thermal stability of a PLS nanocomposite that

combined PMMA and MMT clay ',

3.5.2.2 Scanning electron microscopy

Scanning electron microscopy (SEM) can be used to determine patticle size and
distribution and for examination of fracture surface’, SEM is capable of differentiating
particle details as small as [nm depending on elemental contrast and other parameters.
While there are several disadvantages associated with SEM. For one thing, SEM requires
fine-tuning to get high resolution. In addition, non-conductive polymers often suffer
variations in surface potential, which will introduce astigmatism, instabilities, and false x-

ray signal. Finally, charging conditions often occur making it difficult to obtain high quality

images.

3.5.2.3 Fourier transform infrared spectroscopy

Fourier transform infrared spectroscopy (FT-IR) can be used to analyze bonding
between the polymer matrix and the nanoparticles. The signal detected is processed using
a Fourier transform to provide infrared absorption spectra, presented as plots of intensity

versus wavenumber (in cm™). The infrared wavelengths absorbed by a material help to

identify its molecular structure.
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3.5.2.4 X-ray diffraction

Wide-angle x-ray diffraction is one of the most commonly used techniques to
characterize the degree of nanoparticle dispersion within a specific polymer, It can be used
to identify the specimen’s crystalline phases and to measure its structural propetties >, X-
ray diffraction is widely used in materials characterization for the reasons that it is

nondestructive and does not require claborate sample preparation.

3.5.2.5 Transmission electron microscopy

Transmission electron microscopy (TEM)™ is the only method that can used to get
direct imaging of individual nanoparticles, which can provide a real space image of the
atom distribution in the nano crystal and on its surface. TEM can provide not only atomic
resolution lattice images, but also chemical information at a spatial resolution of 1nm or

better, allowing direct identification of the chemistry of a single nano-crystal,

3.5.2.6 Nuclear magnetic resonance spectroscopy

In addition to the techniques discussed, differential scanning calorimetry can be used
to understand the nature of crystallization taking place in the matrix, and resonance Raman
spectroscopy can be used for structural studies. However, few analytical methods can give
insight about morphological changes at the molecular level for composites, On the other
hand, solid-state nuclear magnetic resonance spectroscopy (SSNMR), has been proved to
be a versatile and robust tool for providing valuable information about morphology, surface

chemistry, and to a limited extent, the quantification of the level of exfoliation in polymer

nanocomposites.
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Chapter 4

SOLID-STATE NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY OF
POLYMERS AND NANOCOMPOSITES

4.1 INTRODUCTION

The quest for understanding the relationship between physical properties and
molecular motions in solid polymers has intrigued the interest of scientists since the
founding of polymer science!, The propetties of solid polymers are governed partly by
their molecular structure, and also strongly depend on the organization of the
macromolecules in the solid state, eg. their phase behavior, morphology, molecular order
and molecular dynamics. In order to have a detail understanding of polymer propetties, one
has to understand how